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PREFACE

This final report entitled “Software Cost Estimation Study, Volume

I: Study Results,” was prepared by Doty Associates , Inc. (DAI), for

the Information Systems Division (ISIS) , Rome Air Development Center

(RADC), Griffiss Air Force Base, New York 13441. Inclusive dates of

research were from 23 February 1976 through 22 February 1977. Sub-

mittal date was 23 March 1977. This technical effort was accomplished

under Contract number F30602-76-C-0182. The Air Force Project Manager

for this project was Captain Alan N. Sukert, USAF of RADC.
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in j n c r , - I s , ’ il , s - i r , - : l , - s s  o t t l i , ’ p r i s i - i l t h i g h  o u S t  0! s o t  t~~are t I l l , ] thu

con s i s t en t i n i b  i I i t  v t o l i i i U~~~ . (  t - lv prod i t - t the co s t  of  s u i t  W a 1 1 ’ pr o j  c’ t S.
t h i s  need b r  p r o d u c in g  1,’s- ,- r  cost  s u i t  t w a r e  and t o r  more  a c c u ra t t - l v
est  j u t )  i ts- s o t  t W t I r ,  c o S ts  11115 h , - c u  t - x 1 r,_ ’~~t-s’d in s u ch  d o c u m e n t s  as t i l t ’
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h.i~’,’ l i st  a d - e q u , i t e l v  c o n s i , l t ’r ed  t h , - h a s h ’  u n d e r l y i n g  a c t o r s  t h a t  S f 1 1 _ I t t
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,‘st  Lu a t c- i , 1111, 1 i i t s  i n t o  t h i , ’ g o i l s  i i ) RADC 11,0 N o ,  5 , S o f t w a r e  Cost
Ri - d u c t  i o n  ( t  ‘ r u t - U i  v RAI)C i t’d N o .  i i  , S o t  t w a r , ’ Sc I t ’n c t - s  l e ch i s ’  I ogv ) , in
p a r t  j u , ’ u I i r  t li , - i r e . I  of  So t  t w ar e  t~ uai it i- (Modeling). ‘the report t ’o n ,- e n t r a t e s
on t i ) , - 1 , i ~~- n t  i l i , - i t  i t ’l l  SI  i ’ve r  I i ’ r t v  t a c to r s  t h a t  a r e  shown to h a v e  an
ad v e r s e  I r - p i , - I on I l ie i c c  l i r , I c v  of  s o f t_w ar e s it’in,-. an d cost estimates ,
and t h i t ’ I o r l u lu  I i t  i on  o f  t, , - t l I o d s  b r  nii  n i m iz i n g  t h e e f f e c t s  of t h e s e  a d v e r s e
I a, - t o rs  , in  both l i i , - so f twa r~ devcl op er  and p u r c h a s e r  doma i n s .  The
l n p o r t . u s - c o t  b e i ng  ab l e  i i ’ l i t - n t  i f v  and m i n i m i z e  t h e s e  a d v e r s e  f a c t o r s  is
t h a t  i t  w i )  1 e u i ab  I t ’ Si ’  f t  s ar i ’  , O s )  51)51 vs t S • i s w e l l  SS s o f t w a r e  m a n a g e r s , t o
nor , ’ icc ur , I  t e l  V p r e d i c t  t h e  c i~s,t. s o f  so f t W i l r e  p t — oj  ec t s , by ccc o n  i Z i ng

l O St ’ m a c i r s  11111 t I l , 1 \ ’ ,’ t i i  h~- u - s i t s  i ~k’ r~- ,l when  m ik in,: software , ,‘sI l’s t 1 1111105
d u r i n g  t h e  v a r i o u s  p h i i su -s 0!’ t t s ’- s o t  I s - j r . ’ ,I , ’vc I o p m e n t  c v t ’ 1, - . Tb i s , in t u r n ,
w i l l  e n a b l e  sot  t s a r , - n l anag , - r s  t o  h et r, _’r ,‘o n t r ol  t i l t ’ ‘os t s  of s oi l s_ sr i’ p r o j e c t s
and  t bu s  is- i I ~

- i -
~~,] c u . - t i , -  p ’  l en t  i 1 I i ’  m - s,_-ve  i’ i’ cu’s t o v t ’ u-r uns  t h a t  p r e sen t  ]~

exis ts. F I n i  I Iv • t l ie  i ’ve  m i t  I ml. ’ t l i o d o  I ogv p r o p o s t ’d i n t h i s  l’ep or t  ~I 1 1
p r o v i , l c  t u - t h o d s  t h a t  I u t l i r e  s o t t u - a r , ’ t’o s t  e s t i m a t o r s  can  ,is, - t o  ob t a i n  a c cu r a t c
i’, ’st  e s ti m a t e s  d u r i n g  eac h  pha s e  of  i s o f t w ~ir e d ev e l o p m e n t  p r oj e c t , W i l l t ’Il w i l l
g U t - i t  ly  a i d  i n  t l ie  p r ep a  r a t  ion  ‘t  i n d e p e n d e n t  Si ’ )  t w a re  co s t  es t  i n t u  i cs  f o r  l is t ’
in  p r o  , - i - t  i - i l h i n t  i o n .
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1. INTRODUCTION

1.1 Background

Since the advent of mode rn computers , it has been common fu r  the

-ost and t ime re._~u i r ed  to develop so f tware , p a r t i c u l a r l y  Lot large

proqranis , to exceed i n i t i a l  es t imates .  In  addi t ion , the increased so—

phistication of software applications over the past ten years has made

these erroneous estima tes more significan t in terms of absolute costs
and the percent impact on total system cost. The erroneous estimates

can be caused by any one or a combination of numerous factoi:s. Among

the most critical factors are changes in the operational requirements,
which affect the functional specifications of the software. However,~
even when the specifications have been fixed , it has been difficult to

project the resource requirements accurately. The primary resource——

manpower--varies widely in productivity and quality and is affected

in a complex manner by the multi-dimensional environment in which the

software is developed . Secondary resources such as machine time and

publications support are frequently unavailable at appropriate times.

In addition , informat ion with which to develop estimates of resource —

requirements, such as program size , program language , and type computer

are not always available on a timely basis. And , if these items are

defined , the system can be aggregates of so many elements, organizational

interactions , logistical considerations , etc., that it is difficult to

assess the scope of the work accurately .

Essential ly,  the field of sof tware managemen t and engineering is —

still in its infancy, especially as it relates to deriving cost esti—

mates of software development. The field has evolved to the state where

the cost of a sof tware package is generally developed by estimating the
number of instruct ions to be del ivered wi th  the package (i.e., size) ,

and multiplying the size by a cost factor based on average personnel

1
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productivity . The Air Force , other DoD and government agencies , and

commercial organizations have found t h i s  method to be inadequate. This

simplistic approach has resulted it-i large cost overruns in several soft-

w a re  development projects. Size est rnates have been observed to be

,-rrorieous in many cases by a factor exceeding 3 , and it is comnon to

have a p roduc t iv i ty  factor that has a standard deviation 2 . 5  times the

expected value . With such large variances associated with the two fac-

tors most commonly used in software cost estimation , it is not surpris—

inq that large software cost overruns occur . Of the two factors , size

is the most important since a misestimation in this parameter can have -

an impact on hardware as wel l  as sof tware  costs.

With a long history of coilt overruns, program managers often wonder

why software development costs cannot be predicted as accurately as the

costs of engineering tasks. During the past several years, extensive

work has been performed in the development of improved techniques and

— guides for the prediction of software costs. However , the procedures

ot  models evo lv i uiq l roun these studies have unfortunatel y been demonst ra ted

to be i naccu ra t e  e s t i m a t  ‘ t m — — u s u a l l y  t or t ho reasons discussed prev ious—

1y— — e r r o n e o u s est i n l at  I i ’ll i l l  t h e  si  z -  , ) t  the s oft w a r e  packages and/or

ot programme r 1’r oduiu - t i v i t v .  N u 1  i i  . c - f t w i i , -  development  contrac tors

h ive been sens it  iv , - t ,‘ t h u  m t ’ t ’d t o i  O~ i , ’ v , - d  t echn i ques of cos t estima-

t i o n  b t - ’ -au s, - o t  p r e s s u r e s  - -x ’ ‘ ‘ - - I  by u - u s t om er s  w i t , )  h t u i v i ’ exper ienced  or

t i e  i~~ c lo t j O g  SE’! b U S  cast o v e rru n s .  Ac ol L it  . ‘ , I I i ’ -  techn iques o f f e r e d

by the ,i, ’Vt ’ I o~ ‘, -r s  l i n t  ~ i l  l y i t  ic ’ - 1 l i v ,)  I v , ’ul  i mp  i ,  uV t  -d “software management”

wh i  oh hi ts  had a i i ’  I a t  i vu l y  n i h - i  im l ’ a -  - t ‘n t I ) ’  i t -cu  i ta nt  d i  s r e t ’ d t i u i Os

between e s t i m a t e d  and ac t u a l  c - F t c . ‘,‘ar i ”u ~ ProPosed control schemes and

rocedures  for  del i n t  ~t t  i n -  1 work 1- a c k s u s s  hs iv t -  had m a rg i n a l  success.  There

it ;  evidence t E a t  f a i l u r e  of the  control  r i ec l ;an i srn s is due to imprope r

irc b r - c u t  ,ttion , unr,’si omlc t- , ’ m~-i n a -~emeri t , i n a c c u r a t e  i n t e rpr e t a t i o n  and

inadequa te  a n a l y s is  of rcport ’:d da ta , and ;m ;t i r n c l y  r et -o r !  ir i s  of h lrob lems .

t’ n f o r t u n a te l y ,  insu f f i  c i t- nt  — n - t - h n ; ;  is has l ’c-( - rI g iven  to the a n aly s i s

o f cause and e f f e c t  r e l a t i o n s h i p s  of l ; c ’f t w a rj ’  i l c vc l opm en t . A l t h o u g h
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there has been extensive discussion and some evidence presented in the
literature as to the impact of selected practices of the developer and

purchaser on sof tware costs, comparatively little analysis had been per-
formed to assess quantitatively a broad spectrum of these effects and to

isolate controls for mitigating these effects.

1.2 Study objectives

In response to this need, Doty Associates , Inc . (DAI), began a study
tn February 1976 of “Software Cost Estimation ,” under Contract Number

F3O6O2-76-C--O~82 with the Information Sciences Division of the Rome Air

deveLopment C.-riter (R)~DC/IS). An overall objective of the stud y was

to reduce the variance between estimated and actual costs of software

development. This objective was to be effected through a detailed under-

standing of the factors that influence software size and cost estimation,

tEe development of techniques for improving the reliability of these

estimates, and a recommended methodology for estimating the cost of

software development . The research was structured into three tasks,

specifically to: -

• Identify those factors that cause unreliable software cost
estimates, including deficient practices of the sof tware
developer and the software purchaser , that lead to inaccurate
software cost estimation.

• Examine techi iques for eliminating or mitigating the effects
of those factors identified as having adverse impacts on
software cost estimation . Techniques determined to be of
value should be easily implemented in a timely manner and
should address problems related to both the role of the
purchaser and the developer in software cost estimation.

• Develop an overall approach to software cost estimation
which integrates all aspects of the problem concerning the
developer and the purchaser . The approach should recommend
standardized procedures for ensuring that future software
cost estimations are reliable.

3 
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An extensive literatur e search was undertaken to assess the method s

and results of related studies performed previously, and to accumulate

data to supplement that in DAI files. Correlation and regression tech-

niques wer e used to identif y and evaluate those factors having an impact

on software costs. Non—linear regression and linear multivariate re-

gression techniques were used to derive models for estimating the time

and manpower required to develop software. Then, the impacts of the

factors on the estimation process were analyzed quantitatively ; the

analysis results permit adjustments to the estimates which reflect

characteristics of the software , constraints to the development , and

parameters of the development environment. Not all the effects could

be quantified; however , values were derived for factors having the most

significant effect on costs. Proposed controls to alleviate adverse

effects of the factors , the models and the adjustment ratios have been

integrated into a methodology for improved estimations of software de-

velopment costs. The approach, discussed herein , has been incorporated

into a guide (Volume 11 of this report) for improved software cost

estimation for use by g ove rnmen t  and contractor  pe r sonne l .

One of the serious ueii ’i , ccies in the available historical data

was that it frequently did not include estimated and actual resources

expended on software development programs. This data was considered

important to isolating the factors that affect the accuracy of an esti-

mate . Only data received from the Air Force Data Systems Design Center
(AFDSDC ) contained this importan t information ; but even this data

proved inadequate for use in this study . It was initially intended

thc ’ this type of information be obtained from Air Force SPOs in-

vo l ved in software development; however , the da ta  could not be made

available. This adversely co n s t r a i n e d  the quality of Lhe study

1 esu its.

The r n l l . - c- t- j ori  arid ar’-iJ”~ic of the data reve~~ ed f-hat there are two

other important deficiencies inhibiting the establishment of reliable

4
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software cost estimation procedures: (1) precise and rigorous defirii-

tions of the data elements collected , ‘and (2) a systematic metaod of

collecting such data. This revelation is not new , for it has been dis-

cussed in numerous prior studies by various authors. Nevertheless,

because of the importance of accurate data to the results of this

and future studies, and the intended use of the reported cost estimation

methodology , it is considered imperative that the concern be expressed
here.

Without specific definitions of data elements , it might be assumed

that data collected at various activities and in various reports and

studies are consistent arid therefore can be aggregated . It-i practice ,

due to the inadequacies and inconsirtency of definitions , supposedly

similar data is often quite different . (An important example of this

is the various interpretations of what actually constitutes a source

instruction count for the purposes of determining the size of an actual

or proposed software program.) Thus , resources should be devoted to

the collection of data in a r igorous manner so tha t  spec i f i ca l ly  defined

data is collected . In addi tion , data collection and analysis persoiinel

should be fully knowledgeable of the nuances in the data definitions to

ensure that proper data is being collected and utilized . More accurate

and consistent reporting of data would have improved the results of

this study significantly .

If the collection process was automated , the data would be more pre-

cise and consistent. This could also possibly lower the cost of collect-

ing the data , although an initial investment cost would have to be

absorbed to implement the automated procedures. (As an example , some
extension of the procedures outlined for Programming Support Libraries

in the RADC Structured Progranmüng Series , (85] , could be implemented

for the automated collection of sizing data .

)5
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1.3 Summa ry~_of results

Through the literature review , encompassing 137 documents , and inter-

views with several softwaie development agencies , over 100 factors were

identified as potentially affectinq software costs . The effects of 42 of

these factors were found to be significant; however , data limitations

only permitted the effects of 29 to be quantified.

Control procedurt’a h ave been proposed fe-~ mitiqatincj the effects of F

the 42 factors . These controls , and algorithms for estimatinq the cost

of sottware development , have been integrated into a methodology for im-

proved software cost estimation . As part of this effort , models were

derived for estimating the rranpower requirements of software development

by software applications ; for estimating the time required for software

development ; and for estimating the size of softwar . by app lication .

The resultant methodology has been structured as a formalized guide for

improved estimation of software development costs to be used by software

development managers and software developers to assist in planning , bud-

geting , control , and development functions , as appropriate . The guide

is presented as a separate volume of this report.

1.4 Or g a n i z a t i o n  of the report

The f i n a l  t echnica l  report  of the so f tware  cost est imation study

consists of two volumes. Volume I contains the analytical study results,

and Volume II is a management guide presenting a time phased overall

methodology for estimating software development costs. This volume

consists of the following :

• Section 1 contains the introduction to the report , with
comments on software cost estimating , and a description
of the objectives and tasks of this study effort.

• Section 2 discu~c e ;  t In study  approach and methodology ,
the literature c & i a i c h i , and the data collection and analysis. 

-~~“--—- -~ ~~—~~~~~~~~~ -- - -
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• Section 3 discusses the factors affecting software cost
estimating,  including those in the developer and purchaser
domains .

• Section 4 presents proposed techniques for improving the
reliability of software cost estimates from the factors
identified in Section 3 as having an adverse impact.

• Section 5 contains study results and recosinendations which
encompass the overall methodology for software cost esti-
mating.

• Bibliography presents the technical literature reviewed in
this study effort.

• Appendix A describes quantitative data bases obtained fran the
literature.

7
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1 hi - tudy i - r i c o mp a ~~~ed the f o l l o w i n g  fun c t ion s

- a l it e r at u re search to evaluate the results of similar study
ot  t o i t ~~~,

- t h e  co l lec t ion  of data to form a base w i t h  which to draw conclu-
sions relat ive  to sof tware cos t es tima tion ,

— t h e  an a l y s i s  of data to identity the f ac to r s  having adverse
e f f e c t s  on so f tware  cost es t imat ion ,

- t i n  selec t ion of procedures for  cont ro l l ing  the e f f e c t s , and

— the deve lopment of a method for es t ima t ing  sof tware  development
Costs.

~-ince it was intended th3t the cost estimating method include an

a n a l y t i c a l  model , i-r n l -l asis  Was given to the colt~ ction of quan-

titative historical data which define the characteristics of software

programs d e ve l op e d previously, the resour ces expended in developing the

s o f t w a r e , and the env i ronmen t  it-i which the software was developed.

2.1 Task 1. I d e n t i f i c a t i o n  of Factors A f f e c t i n g  Es t imates

The objective of this task was to i~ient i f y fac tors  tha t  cause unre-

l iable es t imates  of sof tware  cost. The factors were par t i tioned in to

th r e e  cat e go r i e s : ( 1 )  those p r i m a r i l y  the result of software purchaser

~iactices, (2) those rimarily the result of software developer prac-

tices , and (3) those caused by other influences. This effort consisted

r i m ar i l y of tWo parts; the first sos the collection ef historical data

r c l at  t v i  to so f tware  Ic~— c i -1 - :nent  programs ; the  second was the anal ysis

of t i ~~- I .  - i so lat e  those rosters ho~-i is; an a dv e i c e  impact on so f tware

cost s . In t i n -  u t s i s i o r  ~ ‘m~ii the  areas & - ~~amin cd  inc luded per formance

isotion , tm— k l I s t  ifica t i s , proqI~im mana gement , and inherent

si t n i S t i e s  in c c d t w a i o  : ot  - st  i - - - 1 t 1 - -5 . lhi - deve l oper domain was

S
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structured into three sub-domains : preparation procedures, project man-

agement procedures , and methods of determining actual costs. The third

domain involved software application.

2.1.1 Data collection . The data collection consisted of a review

of DAI corporate files for applicable data , a l i terature search , and

personal interviews relative to software development and associated

estimated and actual costs. Besides the data existing in the corporate

files , the most s ign i f i cant quan ti ta t ive da ta was obtained from the

literature. The Bibliography reflects the reports reviewed ; however ,

onl y a small number of the documents contained data suitable for analysis.

The data bases from which relevant information were derived are dis-

cussed in Append ix A.

Interviews were conducted with management and staff personnel at

several commands, agencies and companies to obtain applicable data , to

discuss the exper ience of th~ individuals (or groups) in estimating

software development costs , and to ident i fy other potential sources of

data. Among the agencies interviewed were the following :

- AF Aeronautical  Systems Divis ion , Wri ght—Pat terson A~~~, Oh io
- AF Data Systems Design Center , Gun ter AFS , Alabama
- AF E lec t ron ic  Systems Div i s ion , Hanscom AFB , Massachuset ts
- I I ~ AF Logis t ics  Com m and , W r i g h t — I ’ i tt cr son  AFB , Ohio
- AF Space and Missile Systems Organization , Los Angeles AFS , Ca l i f ornia
- Army Ball ist ic Miss ile Defe nse , Hun tsvil le, Alabama
- Army Missi le  Command , Huntsv i l l e, Alabama
- DOD Computer Ins t i tu te , Washington , D. C.
- General Research Corporation , Santa Ba rbara , Cal i fornia
- IBM Corporation, Westlake, Cal ifo rn ia
- Johns Hopkins Applied Physics Laboratory , Columbia , Mary land
- Mitre Corporation , Wash ing ton , D.C., and Bedford , Massachusetts
- Naval Electronic Systems Command , Washington , D.C.
- Of f i c e  of the Secretary of Defense , Washington , D.C.

These were accomplished through personal visits and by telephone. For

the most par t , the interviews only provided qualitative data and litera-

ture references. Numerous other contacts were made by telephone and

correspondence.

9
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Ft ci; l O t -  C ( i f l h l k ’ l i C t_ u s - n t  ci t lut - stud y e ft ort , it  was recognized  t h a t

lii - i would ~ - cci t a i n i  i i  h i cnn; assocj~ ted wi t h the cc ic- i t i on of data

ti nuj j-ert the ann ~~;; i - - . Ann on it;  t h i t - ~~o w o n t ’ the acknowled ged di I ti c u l t y

i i i  it s  ~g t ; , ~; Iui ~~tct i~ al d at ~~ , s pe cia l l y  dot  ailed quant i t a t iv i -  da t a  (as

i i  pest-d to  qu o l i t  at lvi i i  judgmental) , the r e s t r u c t u r i n g  of the
4

oyu ;  ur -~i - 
- - i t  ~~ I t w a i t - development i rograms which encompassed chang ing

S j t ’t i  t i  ( O t  t o i l s  Otid Out ;,  ide Intl u -u i c i - s not  always dccuj n ent ed  01 rememb e red. I -

The dynamics ot  the so t tw,t r e  devi -to pint - ti t process make i t  vi t a l  th at data  be

oi’tait;e d relative t o  tlut 1eriods before , du r i n g ,  and after development

of tnt- ct t W 0 L t  . A i ic— do ve lo 1imcnit k -ea t  ;-t Ii;~~~Le uiu~ uO t have Pet n based

on s j - e c i fj ~ - a t i o u u ; ,  v~ ut1y d i i  terent from tIio; -t of t L -  f i n a l  p r o d u c t .

Titus , tu e unrel iabi ii ty ot the cost e~~ tn u~ i t -  may not have been en t i r e ly

the f a u l t  ot  the cost t - s t 1 l U~~it i O f l  t e c h ni qut - , but of a poorl y w r i t t e n

a~-e~ i f i s at  b i t  of  the  1-r oduct  de l iver i-d , or of u j - t  cificationi revisions

i e s u it i n - ;  I rot: ; i - h o m u ; i n g  opel at  io iu ~~1 I o q o l  t i - u n e u u t s

The 01 f i t-  rt nci bctwct- n the in i t ia l  cost es t imate  and the  f i n a l  a c tua l

cost , therefore , was considered very  important  data. However , thOre is

little , if any , data of this type avai lable in the l i t e r a tu re .  It was

j~ cluded in the ~ I- t ’ it  a Svs t ~i Se— j i ;i1 ~‘, 5  t i  r AFSDC) P l a r i nj n ; and kt-so ;rct

~‘aOa-;i ’rer,
t In - t~ i t - - -r 5- , a em (PARN I 5) data. As noted previously , the

data was riot anal yzed i c --c ause of deficiencies. It was intended that this

ry~~t- of information be obtained from Air Force SPOs through in—depth inter-

views md t cv j ews of prog r am ~~~~~ However , the dat a could not be made

i I oh Ic

,‘uli titer ca i i i i -  - : , which I5_~i ~tI ;~t - . ~. -t i .t i 1; dat a ci i h- -I ion

050 1 S t - i  a ;~~ ~, n c a t  i I eu t li~ oa t  i s i S ,  S t h t o  1 a - k  i t t  on--

5151 1 - ‘ .- in th~ - - ~n :  I n- c - -  iatcd w i t h  n o t  tw o  i~~- a nd i ts d e v e l o p m e n t .

Wheit 1-oS~~ibli- , dt’-. i i - v , . l c a t t - I Fits cons tctcncv and adequacy of d i - f in i t i o n

f o r e  thi - do1 o was a n a l y s t - i .  In soni c C3 - i ~~S , i t t  a isa;; deleted because it

was n - i  u lo to  or e r r  o t t - 1;

10



2.1.2 Data analysis. Because of inconsistencies in the data , it

was not possible to integrate the ten available data bases outlined in

Appendix A. Therefore, each was analyzed independently to determine if

factors affecting costs could be identified . Since none of the data

samples included both initial estimated and final actual costs, the

factors which affected the accuracy of the estimates could not be identi-

fied explicitly. Consequently, implicit identification was accomplished

by evaluating factors considered determinants of software costs and by

presuming that errors in estimating the magnitude and/or effect of these

factors were most responsible for inaccurate cost estimates. Regression

techniques were used to evaluate the expected cost impact of the factors.

The effects were assessed for consistency among data sets and were corn—

pared with information presented in the literature.

For those factors which could not be measured quantitatively, or

were unsuitable for quantitative evaluation based on the data available,

judgmental statements were made as to their impact based on the perspec-

tive gained from the overall analysis, prior corporate experience , and

the literature search. ‘

2.2 Task 2. Examination of Techniques for Controlling Effects

Techniques were explored for controlling the factors identified as

having an adverse impact on the reliability of software cost estimation.

This task essentially involved the hypotheses of control mechanisms and

the analysis of data to determi ne if the hypotheses were substantiated .

I n addition , techniques that have been tried and are currently in use

for controlling the impact of these factors were examined for their

effect on the reliability of the cost estimate in either quantitative or

qualitative terms. Procedure~ have been presented for controlling the

effects of each of the factors found to have significant impact on soft-

ware development costs.

11
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.~.3 Task i . Dove_lojiurent_ of out iq i ii o~ It I or ~o ft w a r e Cost tnt i m at io n

I~it~ objcctive ot this task was tu t1i-vel;:i a methodolog y for  goner—

at L rtq impioved c--st j o u l e ; ;  of s i l l  w a r ~ - a t -v t - i e j  ic - i t t c is .  A set at  mean

v aluo  a iqo t ithins f t  i x e s i l ; x  i i  i-x~ eu i d i  tu ren i  was dovc- - loj  c- d in w h i c h  s iZe

(numben of objc-ct ci U t  ci i t i O t i  u i t ions) was the o n l y  k n o w u  u l~~u n t - t c I

A r i c edut e  to  adj ::st t n t  t i c -  c-;; t t o ut  o r -  was ~i i - v i ~~ed , usi  i i ! t he  q ua nt i t a ti ve

; c 1  ac ts  i d et u t  i t  red in ‘rask 1 modi tied by t i u t -  c on t ro l s  s ugg e st ed  in Task 2.

~he r e s u l tan t  r~ ~~~d ui  i-  is in t i  s l i d to I i- d y n as ti c  ~t n o t u i t -  , s ince  dif-

f e r e n t  al g or i t h m s  are to Li- ~c 1 i -  i t  d ~!~~j c - u ; i n t . ~ on whe x i -  t u e  i r e j e c t  is

Si t u a ted  f i t  the s si  t t w a x , - cou:cc1 t ual itt~ at velopment i hoses. The accuracy

of the  es timat e s  should improve progress ively  as the project  proceeds

through  t h e  deve lopment  cycle  and more d i - !  i ni t iz c -d dat a  are made available

upon whi cit  t o  t o n i - t he  so f tw a r e st  est  i u:Sitc-s

i~c--csu :unendat ions arc  p re sen ted  as t~ -~it en  c ont r o l s  should  be inup l e—

n i - i ;t i  il t h roughout t i l t ’ dev e lopmen t  cycle  c m  the s o f t w a r e . Those impor tant

t c  th e conceptual  and a n a l y s i s  Itare - 5 are I i  l ev~~nt  to requ i rements  analy—

s i n , so f t w a r e  s j s nc i ficc i t i o u i s , t a s k i o e u lt i  ~ Ic at i on  and d e f i n i t i o n, t r a d e o f f

studies, Work Hreakdown Structure (WBS) development , and cost and s i z i n g

u oceduies. Controls et testing the software development phase includi

s t a tu s  and cost r epor t ing ,  on-si te  moni to r ing , and program management.

1501 v i au a i  mood s hove been dcvoloj-ed for estimating t ; i  n w;—n;cntI;s

of e f f o r t  r equ i r e d  fer  ae ve l e j i l t U  command and con t ro l , sc i e n t i f i c ,  u t i l —

i t y ,  and business  type sof tware  programs , and for  a l l  so f tware  programs .

For sorte cateiuou ies of roiliams , t odets have been develoi.c-d for ro ;rams

of less t i u ; , and equa l  to cc I~~c- ~t t 1 i a ~ lb  , Pb i n s t r u c t i o n s  (i-cth

ob~~t ci and source code) . ~ tou t , the p~-o~- i chure indicates how thc-- i acts-ru

at fe-ct tl ue aiqe i Ititurs i i ;  t~ i- u s  of t~ tt  increase or decrease in product iv i ty

a t t t c i p a t t d .  In addi t ion , the  approach includes an estimation for the

duration rr - iu ir e d  for developing software and presents procedures for esti-

mating the size of proqrams.



:‘hese methods have been incorporated into a formalized procedure for

improving the r e l i ab i l i t y  of estimates for sof tware development costs .

:i:t approach, i—resent ed in Volume II of th i s  report , is a guide for  esti-

m a t i n g  the  resource requirements  of software  development. I t  also provides

info rmation wi th  which to evaluate the impact of selected factors  on

these resource requirements , and mecha nisms to mitigate the adverse

effects on these factors. The approach proposes standards and pro-

cedures to which the purchaser should adhere in the preparation of the

Statement of Work (SOW) for  the Request for  Proposal (RF P ) .  They impose

controls (constraints) on prospective developer responses. Further ,

parameters and procedures are recommended for cost monitoring and con-

trol by the pu rchaser to ensure that actual costs remain within acceptable

tolerances of the cost estimate.

Implementation of the overall approach will impose certain con-

straints upon the software purchaser and the developer that may initially

appear to restrict the dynamics of the development. However , the

constraints must be considered in tradeoffs among the following : the

need to keep actual costs within  tolerances of the cost estimates , the

need to acknowledge the changing requirements in a viable command en—

virorirnent, and the desirability of utx difying initial software develop-

ment  specifications to incorporate elements of new technologies.

Fur ther , the complexity and size of a specific software development

project, and the duration (time frame in which the project must be com-

pleted) will , of course , also affect the constraints and tradeoffs.

The techniques incorporated in the cost estimating approach are not

new; however , the appl ication of the methodology to a time phased

management structure for  software development is unique . Since Depart-

ment of Defense and Air Force directives related to software development

contain adequate , but sometimes defused , policy guidance , drastic re—

visions to the directives are not presently recommended. Instead ,

emphasis is given to the proper use of the directives in con-junction

with the proposed methodology .
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3. FACTORS AFFECTING THE RELIABILITY OF SOFTWARE SIZE AND COST

ESTIMATIONS

In Task 1 of the study, DAI identified factors having an impact on

the reliabili ty of software size and cost estimations . Limitations of

the data prevented an exhaustive analysis of all factors that could have

an impact on software development. Nevertheless , the scope of the factors

analyzed was comprehensive and it is unlikely that  a factor having a

significant impact was excluded . The unidentified factors are riot ex-

pected to affect the accuracy of the resultant cost estinn5~tion methodol-

ogy appreciably.

In this study, the factors were divided into three broad categories

or domains : ( 1)  those that are p r imar i ly  the results  of purchaser prac-

t I ces , ( 2 )  those that are primari ly the result  of developer practices,

tutu (3) tv! e of d p ( - l r c o t  ion . The d e v e l op e r  dor ;a in  - a t t - - I o i i i ; s d i i

: u i  t i l t _ i -  d i v  t dod in to  sub—dom~ ins  and ~ll three l o u n u i  n c a t i - _ ; o i  u es are

ii ‘. J u l  1 i rt o  alt -as . :0)5k- t act cu - s a l t - a i l l i u-al) le to more than  one domain

t a t  Wi  t O  i so  I i i  I t tc liii d sta tat i n  w h i  i h  t I f l - v  were most °u-p1 i c ub le

This  section discusses the factors investigated , the type of in-

vestigation performed (i.e., quantitative , qualitative , or both) , and
t b t  r e su l t s  of the investigations in terms of their  impact on software

coot estimations. Table 1 provides a listing of all the factors

investigated in this  stud y .  It should be noted that in a number of in-

— - anc ec  where impacts were ident if ied, the magnitude of the effect

could not be assessed due to l imitat ions of the data .

3.1 The data

Ten sources of data , described s y n opt i c a l l y  in Appendix A , were

reviewed for their appl icabi l i ty  to th is  study . These included four sets

I
14
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TAB LE 1. FACTOR’~ AN AL Y~ LD EOP EFFE CTS

So f t w a r e  Ca o r a c te ri s t i c s :

• _
-ii e

• Com~ 1’ x~~ty -

• 10peratrcn

— Appl ica t ion
- Response time/real time operation
— Frequency cf operation
— Special displays
- ~ uir~ er of ADP centers
- Data base management
— Transportability
— Reliability

• Data Base

— 1~umber of words
— ~iumrr ,er  of classes of items

• Messages -

- Number  of inputs
— N umbet of outputs

Development Characteris t ics:

• Requirements

- Development time
— Qual i ty
- Testing
- Changes during development
- Design interfaces
- Language
— Maintenance
— Need for  innovation
— Stab i l i ty  of design
- Adequate de f in i t ion  of operation requirements
— Developer participation in design
- When CPU is speci f ied  during software development

• Hardware

- Memory constraint
- CPU time constraint
- Concurrent development of P~DP hardware

15 
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TAB LE 1. FACTORS AN ALYZED FOR EFFECTS (Continued)

• Experience

— Programme r exper ience w i t h  language
— Programmer experience w i t h  appl ica t ion
— Customer experience with software development
- First programniiiiq e f f o r t  on computer

• Envi ronment

- Averaqe turnaround time of batch processing during development
- Number of management controls during development
— N umber of agencies that  must concur wi th  software design
- Software developed on computer operated by another agency
- Avai lab i l i ty  of computer to prog rammers
— Use of time share in sof tware  development
- Software  developed at site other than operational site
- Software developed on computer otttc - r than ta rge t  computer
— N umber of locations at which software is developed
— Software developed at military organization
— Effectiveness of communication during development
— Availabi l i ty  of secondary resources
— AvaiLabil i ty of support so f tware
— Programing fac i l i t i es
— Programming environment

• Management

— Work breakdown s t ruc tu re
— Cost/schedule control system
— Data col lect ion
— Personnel  mix
— Modern programming techniques
— D e f i n i t i o n s
- Total pages of do cumentat ion
- Total pages of ex t e rna l  docum enta t ion
- Number  of users

16 
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of data  reported by the Systems Development Corporation (SDC ) , [46 , 49 ,

~~~ lL~), two sets by the Planning Research Corporation (PRC) , [13 , 104),

two sets by the In te rna t iona l  Business Machines Corporation (IBM) , [86,

unpub l i shed ) , one by Loq icon , Inco rporated , [101], and one developed in a

report by the Johns Hopkins University , Applied Physics Laboratory , [811.

Data t rom a SDC multi—year study of software development programs, here-

after referred to as SDC Phase I [46], II [132], and I I I  [49] Studies,

were used to evaluate the factors a f f ec t ing  cost estimates and to support

other relevant analyses. The Phase III data was used extensively because

of the large number of observations and variables it contains. The other

data bases were used on a selected basis to corroborate results obtained

from the SDC data. When quantitative and qualitative data presented in

other sources of information (see Bibliography) substantiated the analysis

results , these were also identified.

PARNIS Data received fran the AF Data Systems Design Center contained

a m s e l i n e  estimates of costs and actual expenditures , the type data con—

sidered important  to the study.  However , it included inconsistencies and

appeared so uni que , it was discarded . Ove r 85 percent of the programs

reported, all of which were developed at the instal lation, did not exceed

budget estimates. This situation made the or iginal  estimates suspect .

In addition , it could not be determined from the data received whether  or

not programs had been cc*npleted (in  cases when the actual costs were less

than half  that  anticipated).

3.2 The analysis

The cr i ter ion used for iden t i fy ing  the fac tors  that  a f f e c t  sof tware

costs was that the probability of correlation existing between the cost

and f ac to r  must be at least 95 percent.  For the analyses, man-months of

effort in software development was used in lieu of costs. That is , the

e f fec t s  of factors were assessed in terms of their  impact on the man—months

of effort required. This was translated into effects on productivity in

teni~s of source ins t ruct ions  per man—month or object instructions per man —

montn , as appropriate. Man—months was p refer red  because i t  avoided

17
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convers ion  i n t o  constant year dollars and the associat -cd pr oblems

ot (1S t escalation.

As shown in F igu res  1 and 2 , the da ta  f rom the SDC Phase I I I  s tudy

was highly dispersed. A major segment of the more highly dispersed data

was programs in which  the del ivered code was 40 percent  or less of the

total code written . Several factors could cause this effect (e.g., chang-

ing requirements , inadequate specifications , inadequate communication ,

e t c . ,  alone or in combination). These programs were deleted from the

data set and were analyzed separately. By removing this data , the re-

ports of other factors could be assessed more effectively.

Another source of dispersion was that some programs reflected a

p r o d u c t i v i t y  so great as to he unreasonable.  As an example , one data

point reflected 6500 new source instructions delivered for one man-month

of e f fo r t  The source of error in the data was not known ; i t  may have

been caused in recording the data or by recoverable code being reported

as r1ew code , The data was assembled prior to 1967 , there fore , it did

not reflect modern programing practices which reportedly can result in

unusually high productivity . To decrease the impact of such errors ,

data points  r ef l e c t i n g  a productivity of greater than 2000 source lines

~e r man-month  were  also removed from the data  base.  The data plots in

F igu r e s  1 and 2 i n d i c a t e  the spec i f ic  data pointr  deleted . Forty of the

169 sets of data were removed . Discrepancies were also noted when com-

parisons were made with the sane data presented in a previous SDC ~study .

Even with corrections and the deletion of the two sets of data causing

dispersion , the data was still highly scattered . Inconsistency in

interpret ing it Formation requested , and errors in recording the informa-

tion may account for some of the variance. However , the factors identi—

fied and analyzed undoubtedly account for most of the dispersion .

The magnitudes of the effects were assessed using multivariate re-

gression techniques. Several runs were made , adding and deleting com-

binations of variables in order to develop a bettou estimate of the

1R 
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e f f e ct various probable combinations of the factors  have on costs. Thu s ,

the values derived for the regression coefficients represent best estimates

of the impacts which would be expected to occur. Quant i ta t ive  informat ion

could not be derived on all factors ; however , where possible , qualitative

information was presented. The high dispersion of the data made it d i f f  i-

cult to isolate several likely cause and ef fec t  relationships reported

in the l i tera ture.

This analysis was also performed for subsets of the total population :

command and control , utility, scientific and business programs. In the

analysis of these subsets , it was found that some variables are not
relevant to the entire population . For example, business type programs
were the only ones using time share processing in software development.

3.3 The results

The study identified over 40 factors which are considered to have a

significant impact on software development manpower requirements, pro-

ductivity, and cost, as appropriate. Those having the greatest effect

encompass hardware constraints to the development, environmental param-

eters detrimental to productivity , software design characteristics ,

especially when they involve innovations or unique requirements, and

the status of the performance specifications. The effects of individual

factors are discussed in subsequent paragraphs.

3.3.1 Purchaser domain factors. Table 2 identifies the purchaser

domain factors analyzed , and summarizes the results of the analysis.

The effects of factors were evaluated in terms of their impact on man-

power (man-months) , productivity (delivered source instructions per man-

month) , cost , and other factors.

3.3.1.1 Performance specifications. Factors analyzed as dimensions

of software performance specifications include the input and output re—

quirements, data base requirements , operational requirements , response

21
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t- srlt - , hardware constrairs tE , documentation recuirernents, quality , language ,

r43- 1 I I I 1 ’ L l i t y , testing , verification and v a l i d a t i o n, m a i n t e n a n c e , and t r a n s —

I c rt a b i l it y .

3 . 3 . 1 . 1 . 1  Inpu t  r equ i remen t s . The input  requirements  analyzed (nuzn —

her ~~; m u Ut message tVpc S and n umber of i r , I - u t  message i tems ) a I: I ea r ed

to h a v e  l i t t l e  impact on the software costs when analyzed in the presence

of other variables (e.o., number of source or object instructions). In

.2clrrjnercial or business type data processing , where I/O is genera l l y la rge

r e l a t i ve to computat ion , these types of f ac to rs  have been claimed to be

d e t e r m i n a n t s  of software development cost , [ 1 0 4 ] ;  this is especially true

for transa.2t,lon type processing. For scientific processing or command

1 Intro 1 ap~-l i - at ions , the s— parameters do not appear to be critical.

3 .3 . 1 . 1 .2  Output r equ i rements .  Output  parameters  (number of output

messace tv~~es and number of nutFut message i tems ) were examined wi th  the

same results as for the input parameters.

3 . 3 . 1. 1 . 2 . 1  Special displays . These can be considered part of the

cat egory of factors which are associated with anything new , unique or

innovative in a system. The impact of programming for special display

equipment such as plotters or peculiar CRT requirements was analyzed .

This factor has the following adverse impacts on development productivity :

- Command and control programs , 10 percent decrease
- Scienti f i c  programs, 10 percent decrease
- Utility programs, no appreciable e f fect
- Business programs , 30 percent decrease
- All programs , 10 percent decrease

3.3.1.1.3 Data base requirements. Two size parameters were examined

quantitatively: the number of classes of items and the number of words
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in the data base. These parameters have been claimed to be determinants

- : 
of software development costs for business applications . The analysis~,

confirming the results of PRC (3], revealed minor impact in commercial
applicat ions, and even less sig n i f i c a n t  impact in s c i en t i f i c  applicat fons.

~o quantitative impact was indicated on command and-control programs .

L w 1 -v - r , wi t i i i  t orma t io r1  St o T  013141 and ret rieval being ~ major I l ( . I f l E t f l t

(2~~ COCCUI1OCId CU ICI cont I ’(~ a~ ;o h eat ions , t h i s  t 13e .-t .or would be expe ted to

have a large impact .

The type of data management utilized for permanent files was also

evaluated . The basic choices considered an ordinary f i le  management

system versus a data base management system (DBMS) , of w h i c h  the l a t t e r

offers data independence from file organization. A DBMS allows one to

alter the format of records within the data base without modifying every

program that accesses the da ta base , since the access programs are inde-’

pendent of the physical organization- on the file. The only program that

would have to be changed in this case is the DBMS program. A DBMS has

two beneficial and two adverse eff e~~~ 4relative to a file management

system and its effect on software cast.. The benef icial ef fects are that

(1) it enhances design flexibility ,  and (2 )  it should reduce maintenance

costs. The adverse effects are that (1) it increases development costs

since the DBMS program has to be written , and (2) a penalty is paid in

~pr,A memory and time usage. For many systems the penalty in CPU efficiency

cannot be tolerated . Also , in a number of applications the tradeoff

between the life-cycle cost benefit expected using a DBMS, and the asso-

ciated higher development 1 -osts , is complex and r~squires carefu l analysis.

Quantifiable data to examine these tradeoffs were not available.

3.3.1.1.4 Operational requirements. The impact of requirements

analysis on the cost of a ;oft\-.-are project is extremely critical. Un—

Less t h e  operational req~.~irements are definitized to the maximum extent

possible during the conceptual and design phases , continual efforts to

2h
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‘ “freeze ” the requirements ~il1 result in increased cos ts due to redesign ,
~~3- 

~cdding , testing , amd schedule slippage. These costs could become. sig—

ni f icant, particularly in large programs that have interacting modules.
Unfortunately, there is very little quantitative data with which to

analyze the impact of this factor.

3.3.1.1.4.1 Definition . The sparse quantitative data used to assess

the impact of this element was taken from the SDC Phase III study [49].

The definition of operational requirements given to the developer was

divided by SDC into three categories : in detail, in outline , or vaguely.

Analysis indicated that productivity (source instructions per man-month)

declined as the definition of operational requirements became more vague.

The following effects were noted in going from detailed to vague re-

quirements:

— Command and control programs, 35 percent decrease
- Scientific programs , 50 percent decrease
- Utility programs, no appreciable effect
- Business programs , no appreciable effect

- 41 
- All programs , 10 percent decrease

3 .3 .1. 1 .4.2  Changes. Changes in the Operational Requirements are

perhaps the most important element a f f e c t i n g  software ~deve loprnent

costs. Very few , if any , projects go through -the entire development

phase without requirements changing . Often , large amounts of software

in various stages of development are discarded because of continually
changing requirements. In projects where significant changes in opera-

tiona l requirements have occurred , software productivity measured in

terms of the delivered product will be very low. An example of this is

the Army Patriot (formerly SAM-D) missile. Over nine years in develop—

ment, about $90 million had been spent through 1975 in developing a

software package that only contained 250,000 object words, [9]. This
- * yields an object word productivity of 12 instructions per man—month , a

29
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factor of 22 below that normally expected for this size program . Analy-

4-, - sis of the data available for this study indicated that on the average

chang ing requirements decrease productivity 5 percent. However , in

extreme cases , the effect  can result in very low productivity.

3.3.1.1.4.3 Interface to design. Another element that clearly has

an impact is the interface between requirements analysis and design. If

the requirements analysis does not provide definitive and easily under—

st,andable inputs to design , an adverse impact on development cost can

be expected . Quantitative data was not available to measure the impact

of this element.

3.3.1.1.5 Response time requirements. Although a subset of opera-

tional requirements , the response time requirements have such a clearly

defined impact that it was treated separately. As requirements change

from developing a software module for management reporting that may have
to respond perhaps once per day or once per month to developing a

module to analyze sensor data in real time, sof tware productivity de—

creases. The results of the study indicated that real-time operation

has the following e f f e c t s  on productivity:

— Command and control programs , 25 percent decrease
— Scientific programs , 40 percent decrease
— Utility programs. 70 percent decrease
- Business programs , no e f f ec t , not usually operated in real time
- All programs, 25 percent decrease

3.3.1.1.6 Hardware constraints. In certain applications , hardware

constraints have a large impact on software costs. As an example , be-

cause of weight and volume constraints of on-board avionics, the amount

of memory in the CPU is generally limited . This usually requires that

the software be written with extremely efficient memory usage, which
I

lowers software development productivity. There are a number of elements

30
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which have been examir,ed for this factor—CPU constraint in the time

domain , CPU constraint in the memory , the combined time and memory CPU
constraints, the constraint of first development on the CPU, concu~rrent
development of other components which interface with the CPU, and the-

time in the development when the CPU is specified.

3.3.1.1.6.1 Time. This element refers to the availability of CPU

time to perform any particular function , which becomes a very critical

element in many real—time or on-line applications. The data defined

time as an element in the software development which was either stringent

or readily available. The answers were coded yes or no. For developments

where the constraint was present, product .,~~ ty was reduced by the

following :

- Command and control programs, 34 percent decrease

- Scientific programs, 40 percenc decrease
- Utility programs, 57 percent decrease
- Business programs, No effect
— All programs, 25 percent decrease

3.3.1.1.6.2 Memory . This element refers to the constraint to soft-

ware develope~ent imposed by the size of the memory of the processor.

The analysis revealed the average impacts on productivity as follows:

— Command and control programs , 20 percent decrease
— Scientific programs, 20 percent decrease
- Uti l i ty  programs, 15 percent decrease
— Business programs , not able to assess
— All programs, 30 percent decrease

There is evidence that the irn~ ~ t er prodt. t i v i t y  - us L d h,~ i~~ -y . -  1d t ime s

tha t  ind ica ted  [ I A ]  as the  men ~r y  u se l  ‘- x  I I  I -  HO per ~-nt  - hat availal l,- .

31

.5--’ - . ‘---—- -~~~~ —.~~~- — -~~~~-~~~~~~~~~ - ~~~~~~~~~~ -- - - - -~~~~~~~- .-. —~~~~ - — —~~~ - -



_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

3.3.1.1.6.3 Time and memory . The combined effects of both time and

memory constraints were analyzed . The impact in the presence of both

constraints can reduce software productivity by the amounts reflected above.

Other investigations of the impact of this element have been carried out by

Barry Boehm, [18), and E.N. Dodson, [43]. Boehm ’s results, presented in

Figure 3, reflect a drop of 3 to 1 in productivity for worst case condi-

tions. The Dodson results measured the decrease on productivity as 5.2 to 1.

C’
I.-
0

cr
3 -  .5

I 

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

FOLKLORE
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% UTI L IZA T ION OF SPEED AND ME MOR Y CAPACITY

F’icju re 3. I-~f f e c t  of t ime and memory con 5t r ai n ts
on s o f t w a r e  p r o d u c t i v i t y  (developed
by Bar ry  Boehm [181)
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3.3.1.1.6.4 First deve lopment . This element reflects a new CPU

for developing the code or for which the code is targeted , or the first

time the developer has worked with either the development CPU or the

target CPU. If either the development or target CPU is new, then addi-

tional support software will generally have to be developed along with

the operational software. This is especially true if the development

CPU is new. If the developer is new to an existing CPU, either develop-

ment or target, then one expects his normal pioductivity to be affected

in an adverse manner. From information presented by Halstead, [611 , one

could infer that developer personnel would require six months to become

fully productive on a CPU unfamiliar to them. The analysis provided a

measure of the impact on productivity of a CPU which is unfamiliar to

the software developer. When the constraint was present, productivity

dropped by 48 percent. This element falls into that category of adverse

effects which are experienced when anything new or innovative is in-

volved in the development.

3.3.1.1.6.5 Concurrent development of hardware. Another effect

reflecting the development of anything new or innovative, this element

includes the concurrent development of any devices, such as receivers,

sensors, or ADP peripherals, which must interface with the CPU in the

operational environment. Analysis of the data relative to the impact

of concurrent development indicated that productivity was reduced as

follows over those cases where it was not presen€:

- Command and control programs, 40 percent decrease
- Scientific programs, 55 percent decrease
- Utility programs, 20 percent decrease
- Business programs, 25 percent decrease
— All programs, 45 percent decrease

3.3.1.1.6.6 Time at which CPU specified in the schedule. In many

large weapon systems developmt~ts, software development is a critical

33
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path event, since major ef f orts on the sof tware cannot commence until

the source selection for hardware has been completed , [181 . Removing

software from the critical path by specifying hardware early in the

overall system development, or mak ing sof tware development hardware
independent , probably only has a minor i mpact on sof tware development
costs. However , the indirect effec t of having sof tware on the critical

path could have a large impact on total weapon systems development cost.

There was no quantitative data available to measure the magnitude of

this effect.

3.3.1.1.7 Documentation requirements. Even thoi’gh the literature
purports that the amount and kinds of documentation vary depending on

the type of software (681, and thus should be a factor considered in

developing a reliable cost estimate, the impact of these requirements
could not be determined from the available quantitative data. Interest-

ingly , the data demonstrated a consistency in the amount of documentation

produced as a function of the size of the development effort.

3.3.1.1.7.1 Number of external pages. Analysis of the ~~ta indi-

cated that the number of external pages of documentation produced and

delivered with the product is r~ractically as good an estimator for re-

source expenditures as the number of source statements delivered. They

are both size est4~~~ 9rs, but pages of documentation would not be used

as a predictor variable. Pages of documentation correlate highly with

man-months on a geometric scale , starting out at six pages per man-

month for small projects and decreasing to three pages per man-month

~or large projects. Thus, it is not surprisir~g that pages of docuinen-

tation is also highly correlated with source statements. General

Research Corporation (GRC ) in their  study of “Life-Cycle Costing of

Major Defense System Software and Computer Resow.ces’ for ESD , Hanscom
(59 1,  arrived at similar resul* 
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There is also a mildly strong correlation between the amount of

documentation produced and software productivity , where the amount of

documentation is defined as the number of pages per 1000 source instruc-

tions delivered. As the amount of documentation increases by a factor of

10, productivity decreases by 63 percent. For example, if productivity is

320 instructions per man-month with 10 pages per 1000 lines , then pro-

ductivity will be 120 instructions per man—month with 100 pages per 1000

lines .

Accordingly, estimators developed using these relationships could be

utilized to determine the amount of documentation expected for a software

development , but the relationships should not be used as an estimator of

man—months .

3 . 3 . 1 . 1 . 7 .2  Numbe r of internal pages . The number of pages of docu-

mentation produced by the developer for internal use during development

has virtually no correlation with resource expenditures. This type of

documentation obviously varies greatly among developers and should not

be used as an indicator of resource expenditures.

3.3.1.1.8 Requirement for innovation. Any requirement that involves

innovation or the development of unique software, such as new approaches -

to tactical problems, generally has an adverse impact on cost and a
severe decrease on productivity. The magnitude of the effect could not

be assessed from available quantitative data.

3.3.1.1.9 Language requirements. Most of the impacts for this factor

have to be treated in a qualitative manner. It is generally accepted

that this factor has an immense impact, not only on development cost, but

perhaps more importantly, on life-cycle cost. The major choice is between

a High Order Language (HOL), such as FORT RAN and JOVIAL, which are essen-

tially machine independent , and a Machine Oriented Language (MOL) , which is

machine dependent. The rn~jor advantages of an HOL are:
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• easy transp ortability of code from one CPU to another , and
• the expansion ratio .

The expansion ratio is a measure of the amount of machine code

generated per source statement . For a large main frame , with an opti—

mized compiler , it is about four machine words per source statement for

most languages for a typ ical program . For most assemblers , the ratio

is relatively close to (1 to 1) .  Since programmers work at about the

same rate in source statements , independent of source language , the

cost impact of HOL versus MOL is 4 to 1. For minicomp~~~e~~~, with their

rather primitive machine language instruction sets , the impact is even

greater , since the expansion ratio is about 20 to 1. As maintenance

rates also tend to be constant relative to source code , independent of
language , there is a major life-cycle benefit to HOL versus MOL. The

huge cost benefits due to the expansion ratio of an HOL cannot always be

• realized .

The major disadvantages of an HOL are :

• the compiler usually generates inefficient code in the time
and memory domains relative to the average assembler programmer;
and

• certain types of operations , such as bit manipulations , are
sometimes hard to implement using HOL .

The disadvantage which has the most cost impact is inefficiency of
the generated machine code . The ineff iciencies of generated code range
from 1.4 to 1 (40 percent more machine code and taking 40 percent more
time to execute for the HOL) for the large sophisticated main frame

with a highly optimized compiler , to 4 to 1 for the most primitive of

minicomputers with a highly unoptimized compiler. This gives effective

expansion ratios of 2.85 to 1 for the worst case , to 5 to 1 for the

best case , of ~I~~L versus MOL . In many c~ises ,  such as fo r  r e a l - t i m e
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ajp iications or for on—board avionics with severe memory constraints ,

the se int ~f f i ciencie s  cannot be tolerated , leaving HOL as a non—viable

a l te rna tive .

The re fo re , many variables must be cons~ dc ’red when assessing the cost

impact of language requirements  es tabl ished by the purchaser for adher-

ence by the developer. Among them are :

• the language chosen ;

• the target  machine for the compiler output ;

• th~ optimization of the compiler chosen for the language
selected;

• the degree of standardization in the compiler chosen , which
affects transportability of source code ;

• the validation of the compiler chosen; and

• the degree to which funct ions, that  are to be implemented with
HOL , can meet the efficiency requirements dictated by the
application .

Thus, it is not simply a matter of dictating HOL for all functions

to be performed by software in a given application, and reaping the ex-

pansion ratio and transportability benefits. For some functions in some

applications an HOL implementation will fail, because of the inefficiency

of the generated code. For the best case, in which it is specified that

all source code is to be generated with an HOL, the maximum cost benefi t

that can be gained ove r an ent i re  MOL implementation is 5 to 1 over the

life cycle of the system. One could possibly do better than this if

there is a CPU change over the life cycle, and code has to be trans-

ported from one CPU to the other.

3.3.1.1.10 Quality requirements. The elements comprising quality

of software has been a subject for discussion since the advent of corn—

puters. Literature contains various defini t ions of quality and identi—

fies attributes of software that should assure high quality products.

37

_ _



F- -___T
~~~~. - 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

Finally, under an RADC contract, the oeneral Electric Company , [107),

has defined software qua l i ty  as consis t ing of 11 characteristics :

• Correctness • Main ta inab i l i ty
• Rel iabi l i ty  • Testabil i ty
• Efficiency • Fle~~ bility
• Integri ty • Portability
• Usab i l i ty  • Reusabili ty

• Interoperabili ty

Some of these attributes are discussed in succeeding paragraphs .

Including criteria for each of these characteristics into a performance

specification will undoubtedly decrease development productivity . How-

ever , before the criteria are specified , tradeoffs should be made to assess

the impact on the software life—cycle costs. For this study, there was

no quantitative data available with which to assess the impact of quality

requirements.

3.3.1.1.11 Reli wi l i t y  requirements . Rel iabi l i ty  is one of the

attributes of software quality but it is such an important attribute -

‘

that it was evaluated as a separate factor. The more reliability that

is designed into sof tware , the lower the development productivity since

more testing will  be required to assure that the reliability has been

attained . However , over the life cycle of the software , reduced

maintenance could result in lower costs. There was no quantitative data

available to measure these impacts.

One of the major  px~oblems in at tempti ’-~g to measure the e f f e c t  of

re l iabi l i ty  is that there is no agreed upon definition of software re—

l iabi l i ty. Richards , ( 10 7 1,  suggests that  the de f in i t ion  describe

software re l iabi l i ty  as the “extent to which a program can be expected

to perform its intended funct ions  wi th  required precision.” The

l i te ra ture  search did not reveal any adequate e f fo r t  to measure the

relationship between reliability and cost.
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3 .3 . 1. 1. 12 Testi ng requirements .  Sof tware  development -ost s a r t -

related directly to the amount of tes t ing accomp lished d u rin g  develop-

ment. The testing requirements also impact software lite- uy:l e c~~ ts.

Therefo re , t r a d e o f f s  should be cox,sidered to assess the e t t e -t ut tflt

tostirig requirements on the life-cycle costs of sof tware . On the average , c

testing accounts for about 40 percent of development cost. Rates as low

as 30 percent and as high as 60 percent , however, are not unusual . One

of the major determinants of testing cost is the test plan imposed on the

development by the purchaser.  Man ley, in an ar t ic le , “ Embedded Computer

System Software Reliability ” , in the ~~fense -Man agement Journal, October

l97~~, ( 3 2 ] , has postulated a cost model for the entire testing process.

The genesis of the model is illustrated in Figure 4. There was , however ,

no quant i ta t ive  data made available wi th  which  to evaluate the parameters

of Manley ’s or any othe r suggested models of the testing process.

3.3.1.1.13 Verification and validation . One of the major contrib-

uters to testing costs in software development is verification and validation
(V&V) . A major cost consideration in verif icat ion and validation is

whether or not it is performed by an independent ot’ganization . More and

more large software development projects are utilizing independent V&V ;

one of the reasons for this is to improve the quality of the product.

Independent V&V will increase development costs , but cost benefits are

li kely to be obtained over the life cycle. There is no available

quantitative data on how much software cost is increased with independent

V&V , but a fac tor in some use at Aeronau t ica l  Systems Division (ASD) is

that  it increases total  sof tware  development costs -by 20 percent.

3.3.1.1.14 Transportabil i ty requirements.  The se requirements are

not normall-v specified in the performance specifications; however , in

the event a purchaser subsequently desires to have the flexibility of

moving code due to an anticipated change of CPUs over the l-’ fe cycle , or

the possible transfer of code to other software program s, transportability

I

- 
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requirements should be delineated to the maximum extent possible. The

degree to which the purchaser will be able to control transportability is

mainly a function of the language requirements established. Most of the

cost impacts of language requirements were discussed previously; however ,

they are discussed here in term s of their effect on t r a n s p o r t a b i l i t y .

The major elements affecting transportability are :

(1) the type of language chosen , HOL or MOL ;

(2) the number of target machines for which a specific language
compiler is available;

(3) the n umber of people trained in the language , which is
partially related to the above element ;

(4) the degree of standardization in the compiler chosen, for
the language selected ; and I 

I

( 5 )  whether  the compiler chosen allows direct assembler language
coding for the target machine  of the compiler.

The element having the major impact is Item (1). Items (2) and (3)

depend on individual cases, such as the availability of trained personnel

and a compiler for the machine into which the code is to be transported .

Thus , in a general sense, FORTRAN IV is certainly much more transportable

than ALGOL ~ 0. c’iith regard to Item (4), computer vendors have a peculiar

penchant for adding non—standard features to standard languages to make

their version of the language more flexible. As the number of non—standard

fea tures increase , the less transportable the source code becomes. Rela-

tive to Item ( 5 ) ,  any compiler that allows the progranuner to conveniently

enter assembler code is inherently less transportable.

Transportability is a cost that should bo considered if there is a

possibility of changing CPUs over the life cycle or if transfers of code

to other software programs are anticipated. With-a weapons system life

cycle of about 10 years and an average CPU life of about 6 years, this

could be a serious consideration. Another facet of transportability is

the development cost tradeoff between standardization and flexibility .

41 

_ _ _  _ _ _ _ _ _ _ _



- -~~~~~~~~~~~~~-- 04 -
~~~~ 

-
~~~~~~~~~

- -~-*~_~~

If  one is required to utilize standard ~.‘ersions of languages, this

would probably result in the wr i t i ng  of more code than if one could

employ non-standard features. Quantitative data to measure the magni-

tud e of this  impact was not avai lable  for this study .

3.3.1.1. 15 Maintenance requirements.  Several factors discussed

previously have an important impact on maintenance costs. Most of these

factors , which are tacit impositions of maintenance requirements, have

an adverse impact on development costs. The exception is imposing the

use of HOL languages. Other factors not discussed previously, which are

maintenance requirements , have an impact on development cost. Most of

these are in the area of documentation , such as:

• requ irements for developing run sheets for the programs,

• ,~requ irements  for  deve lop ing i-ecovery procedures in the

~event  of software or hardware failure , and

• development of an Integrated Logist i cs Support ( I L.~ ) p lan
for naintalniny the software .

The degree to which items of this nature are implemented would have an

adverse impact on deve)opmerit cost , but a beneficial effect on life-

cycle costs. No quant i ta t ive  data to measure the magnitude of this

impact was available for this study .

3.3.1.2 Task identification . The adequacy of the definitions for

the tasks to be performed during software developrnent , such as the creation

of algorithm s or definition of data base elements , could have an impact on

cn ’~t~~. However , neither oualitative or cuant i ta t ive  in fo rmat ion  was

~
v ai 1 a b

~~
e to i n v c-~ t - i c j n t e  the imjv’ct ef fact~~rs from tIde area .

3.3.1.3 Proposal preparation time. Neither ~ua l i tat~~ve nor quanti-

tative information was available to investigate the impact of factors

from this area.

3.3.1.4 Program management. Since so- ~ware development ~~i mostly a

labo r intensive effort utilizing to a larqe degree the creative ta lents

.4. 
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of personnel , program management by the purchaser has to have a si-;nif~ -an t —

impact on software cost and cos t est imates .  I t  is d i f f i c u l t  to deiir5iutc-

what management tactors aff-ct these costs and cost estimates , and even more

uifficult to estimate the quantitative impact of the fact~ rs. Some factors

have been investigated. The selection of each fac to r  was p r i m a r i l y  based on - 
-

the amount of qualitative and quan t i t a t i ve  in fo rmat ion  that  was avai lable.

By fa r  the most importan t , relative to cost impact , is the time period allo-

cated to the sof tware  development.

3.3.1.4.1 Development schedule. An adequate amoun t of q u a n t i t a t i v e  usta

was not availacie to analyze the cost impact of the schedule imposed on the

developer by the purchaser .  Both Brooks , [ 2 2 ] ,  in his classical “The Mythi-

cal Man-Month” ~rticle , and Aron , [6 ] ,  have invest igated this  impact in a

pseudo-qu an t i t a t i ve  m ariner. The gist  of both of these investigations is that

men and months cannot be interchanged f ree ly . Both Brooks and Aron imply

that schedule is one of the truly important development cost factors . The

available quantitative data does, however , enable one to investigate the

relationship between size and development time . In addition , there is quan-

titative data wit~ which to investigate the distribution of resources over

the schedu le .

3.3.1.4.1.1 Development time . Figure 5 illustrates the relationship

between average development time and program size based on historical data

in the SDC Phase  I I  study [132] . The curve was deve loped from the average

development t1t~~ t~~~ in the historical data; howeve r, the curve is probably

Iriulcative of t~~c estimutc-d minimal development time required bocause i t  iS

usually planned that software ucvelopmcnt be completed within a specific

t~ rr e f r a m e  d ict at o c i  by other cons idera t ions. The amount of constraint

p iuced upon the doveiopment by specifying the time is not known. It is

probable that core time would be required for optimal development , uspo-

cially for large development programs. Preliminary r e su l t s  of a study by

DAI indicate  that the average time should be extended for programs with
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greater than 20,000 source instructions, and shortened for j— ro-~rans with

less than 20,000 source instructions.

Although both Brooks and Aron expect a significant cost impact for

deviation from an optimum schedule , there is no quantitative data with

which to measure this impact.

3.3.1.4.1.2 - Time-phased distribution of resources over the development

time. Aron, [61, and Putnam , in his discussion of the macro-estimating

methodology in the ASD Comptroller Automation Study, [1], have postulated
the distribution of resources over development to be similar to the curve

in Figure 6. Aron ’s is based on his experience in observing several IBM

software developments, and Putnam’s is based on analytical f its to a

number of Army ADP developments. Devenny ’s investigation of several ESD

sof tware developmen ts, [40) ,  indicates that funding prof iles are essentially
flat (i.e., level funding) , rejecting Aron ’s and Putnam ’s hypothesis. Aron ,

however , indicates that the distribution will flatten out toward level fund-

ing with the imposition of Modern Programming .

Putnam has structured his results in the form of an analytical model ,

which requires the user to indicate the time required to reach peak re~—

source utilization and the total resources expected to be expended in

development. The model produces a time-phased distribution of the re-

source expenditures. There is no indication that this is a recommended

utilization of resources , it is just that historically resources were
distributed in this manner. However , Putnam does indicate that if the

development deviates more than 25 percent from the expected distribution ,

the development could be in trouble.

An interesting point to Devenny ’s observations , [40] ,  is that any
misestimation of cost is directly reflected in the schedule. For example ,

if one initially underestimates the cost by a factor of 2, it will take

approximately twice as long to complete the development as original’y
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‘- ~;timated . Indeed , this seems to be the case with many ESD developments.

The cost estimate usually remains frozen , with level expenditure rates,

un t i l  total  expendi tures  become close to the original estimate , then the

est imate is raised and expenditures continue same rate until the

amended estimate is approached . This scenario is usually repeated until

the development is completed .

In summary , there is considerable data available regarding historical

rela tionships of program size to development time , and the distribution of

resources over the development time , but there is virtually no data on the

cost impact of deviating from these historical norms.

3.3.1.4.2 Purchaser experience. Analysis of data, in which purchaser

experience was quantif ied with a three—state variable: none , limited , and

extensive , indicated that l imi ted  experience would decrease productivity

by 27 percent and extensive experience by 14 percent , and no experien ce

caused no effect. One could i n f e r  that  if the purchaser has any experience ,

he tends to exert control over the developer , perhaps limiting productivity.

On t~ I t h e r  hand , a purchaser with no experience may tend to feel naive

about t h~ process , and thus not inhibit  the developer. Unfortunate ly , there

was no information available as to the quality of the product associated

with purchaser experience .

3.3.1.4.3 Number of management controls. The imposition of management

controls should have some impact on the development process , if not in the

area of cost, at least in the qual i ty of the product delivered. The former

effect was investigated by analysis of data and showed no impact ; however

there is no quantitative data available relative to the latter. From 11

management controls identified in a questionnaire , responders  were ask ed

to indicate the nunber of controls that were implemented $uring deve lopment .

The hypothesis tested was , “The imposition of managemen t controls i n c1y f1a ~~~
e1;

software development productivity. ” Ih,o - o was virtually no c o r r e l a t i o n

between the numbe r ot man agement con troO; imposed and productivity.

4 7 
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Nothing , however , could be said about quality ot the delive red product.

Even it the re is no direct development cost b e n e fi t  to the imposition of

management  controls the re would be a l i f e - cy c l e  b en e f i t  if the quality of

the received product is enhanced.

3.3.1.4.4 Communications. One would expect the effectiveness with

which the purchaser communicates with the developer to be an important

cost factor .  There was , however , no quantitative data available with

which to assess the impact of this factor.

3.3.1.4.5 Planning for system growth . In a number of past develop-

ments, software quickly outstripped the capacity of the initially speci-

fied hardware . This usually occurred because requirements were increased

or changed during development , and because of the tendency to under-

estimate the size of the required software . The worst impact would be

in a situation where the entire development is in assembler, and it was

suddenly determined that the target CPU, configured with its maximum

possible memory and all available firmware , could not accomplish the

stated requirements, thus requiring a change to a CPU with a different

architecture. In this case, the entire software program package would
have to be redesigned and recoded. At the other extreme , the minimum

impact would occur in the case where growth could be accommodated simply

by increasing the amount of memory in the CPU originally specified . Thi

ab i l i ty  to accommodate growth is obviously impacted by language require-

ments and transportability requirements , as discussed earlier. Developing

a management  plan to accommodate growth involves a comparatively smallg cost. However , if growth occurs and no plan exists , the impact on soft-

ware development cost could be appreciable.

3.3.1.5 Development environment . The environment in which the de—

veloper is forced to work has a sig n i f i c a n t  impact on software development .

Par t  of this  environment is created by the developer , but it is a
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res~~orts iti Ii ty of the purcha~~ lr to ensure tha t a p r o d u c t i v e  en v ir o n men t

is c reated and m a i nt a i n~~i 0r  s o f t w a r e  development .  As an example ,

major problems that could occur with secondary resources might be the

unavailability of machine tine or publications support at appropriate

times . Another major  problem n i g h t  be the amount and quality of support

software available to the developer.  Quant i ta t ive data was available

for a number of factors  f r c r n  this area which permitted measurement of

their impact on cost; others had to be treated qualitatively.

3.3 .1.5 .1  Average turnaround time . This factor relates to the

availability of machine resources to the programmer ; quantitative in-

formation was available for the analysis of its impact. Turnaround time

is the amount of time required for a programmer to receive his results

once he submits a run to a computer facility . The factor generally

only has signif icance in a batch environment . The turnaround times

reported in the data were divided into four categories: less than

2 hours , 2 to 11 hours , 12 to 24 hours, and greater than 24 hours. Analy—

sis produced a range of e f fec t s  on productivity of 45 percent for the four

cases. The least impact occurred with turnaround times of 12 to 24

hours. The greatest impacts occurred with turnaround times of less than

2 hours , followed by turnaround times of greater than 24 hours. Thus ,

both too little or too much computer availability app~ar to be counter-

productive . Based on this analysis the optimum is to provide programmers

wi th  computer services , i .e.  , turnaround, twice a day .

3.3.1.5.2 Time sharing versus batch. Available quantitative data

seems to indicate time sharing is more productive than batch processing

by about 20 percent.  Independent resul ts  by Sackrnan , as cited by

Boehm , [16], produced an almost identical answer .

3.3.1.5.3 Developer us ing  another ac t iv i ty ’ s cosiputer. In many

instances, especially in weapons systems development , the government may
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supply the computer as well as the operations personnel for the machine

on which the software is to he developed . Analysis of quantitative data

indicates that this situation reduces software productivity by 30 per—

cent. The ordering in descending effect would be utility , scientific ,

command and control , and business (almost no effect) .

3.3.1.5.4 Programmer access to computer . Analysis of quantitative

data indicates that if programmers are required to submit runs to com-

puter operators for processing rather than having the programmers accom-

plish the computer runs themselves , productivity is improved 50 percent .

3.3.1.5.5 Operational site development. If the developer is re-

quired to develop the software at the operational site , he appears to

have a d is t inct  disadvantage , since it decreases productivity 28 percent.

3 . 3 . 1 . 5 . 6  Development and target computer different. The target

computer (i.e., the target of the software development) is the computer

that will be employed at the operational site. In many software develop-

ment~;, especially weapons systems , the de velopment computer is frequently

different from the target computer . This difference can decrease pro-

-k;~-rivit y as follows :

- ~nrnmand and control program , 55 percent decrease
- S c i e t i~~if 1 c -  program , 10 percent decrease
- I t  il it y program , 30 percent decrease
— L iia~~ a ~1o ;rafl’, :~c açpreciabl.e effect
— Ml rcq r arr~ , 20 I - ~~rc~~-nt  decrease

It i t ~ r t ( q c l z , Id  ~cat in many cases it is not feasible to develop the

c c - f t w a r t  - ‘ ~ n . - de~;i  ;1111 t ~-J a r q t - t  -:nrnpiter. This is especially true

f -  r - m a l l  _t* at I a vi on i c~; compu te r s  which have l i t t l e, if any ,

;
~~ I- ( - rt - ;o ft ’.- u - . }low.-ver , if feasible , it appears prudent to have

tO. -I - v . - 1 n ~ mr-r t and tar :et computer the same .
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3 . 3 . 1. 5 . 7  Number of development locations . Analys is  of quantitative
data reqardinq the number of locations at which portions of a software

package are beinq deVeloped indicates that productivity decreased by

2(’ percent if development is accomplished at more than one location .

3.3.1.5.8 Development at a military location . Based on the analysis

of available quantitative data , software development at a mil i tary loca-

tion has essentially no effect on productivity .

3.3 .1 .5 .9  Independent program . Independent program means the soft-

ware is not required to interface with any other software programs.

Analysis of quantitative data indicates that this factor has virtually

no effect on software cost. One would assume that developing an inde-

pendent program would be more productive ; however , the analysis of the

available quantitative data did not support the assumption .

3.3.1.5.10 Programming environment . Certain modern programming

techniques which affect programming environment , such as Chief Programmer

Teams and Programming Support Libraries , should have a benef ic ia l  e f fec t

on software development cost. However , there was inadequate quantitative

data with which to measure the impact of this effect . Aron , [6] ,  estimates

that the imposition of modern programming techniques should decrease
cost by 40 percent over the same development using more traditional

techniques.

3.3.1.5.11 Support software . The availability , quality , and , if

applicable , the concurrent development of support software, such as a new

language , can have an enormous impact on software development costs.
Quantitative data to measure the impact of this factor , hcwever , was

not available.

3.3.l.5.l~ Programming facilities. The development computer facili-

ties along with the personnel to operate the installation are an important
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development cost factor. The quality of the support software can have

an appreciable effect on these costs. Here again, there was no data

available to quantify the impact of this factàr .

3.3.1.6 Production environment . Certain factors involved in the

area of production environment have considerable impact on development

productivity.

3.3.1.6.1 Multiple software utilization sites. Analysis of quanti-

tative data indicated that development productivity decreases if there is

a requirement for the delivered software to operate at more than one loca-

tion when it gets into the field. From the analysis, it appears that

developing for a multi—site operation reduces productivity by 28 percent .

3 .3 . 1. 6 .2  Average operate time . Quantitative analysis of this factor

indicates a very high correlation with the response time variable in
pI~rformance specifications. They both address the same characteristic

of the system . As average operate time goes from greater than one hour

toward real-time, development productivity decreases by a factor of

30 percent.

3 .3 .1 .6 .3  Average frequency of operation . Analysis of this factor

also indicated a high correlation with the response time variable and with
the average operate time. 1~s one moves from sof tware that only has to run
once per month to software that  has to operate in real-time , sof tware

productivity decrease~ 30 percent.

3.3.1.7 User interfaces and participation. This area is primarily

associated with the quality attribute of usability. User requirements

shou ld be d e f i n i t i z e d  to the maximum extent  possible and incorporated ir1

the conceptual and design phases of sof tware  development to readily assure

user acceptance. There were two factors for which quantitative informa—

tion was available in this area , and one other factor that was treated

qualitatively.
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3.3.1. 7.1 Number of user organizations with which program must inter-

face. AfiL ‘isis of available quantitative data demonstrated that as the

number of user organizations ~~I i th  which the  developed sof tware  must inter-

face increased , there was no effect on software development productivity .

3.3 .1 . 7 .2 Number of agencies whose concurrence is required on opera- 
- -

tior.al design specifications. Again , the analysis of available quantita-

t ivc  data demonstrated that as the number of agencies that have to approve

operational design specifications increased , there was no effect on pro—

cI u c-t iv ~~t y .

3.3.1.7.3 End user requirements. The extremes regarding this factor

illustrate the potential impact on software development . At one extreme

there might be the user who is not involved in developing requirements , and —

yet accepts the delivered product without exception. In this case there

is no cost impact. At the other  extreme there might be the user who is corn-

pletely involved in requirements analysis , and yet rejects the delivered

produc t  as not total ly acceptable to him , requiring a redo . This could

OaI ~~er. , fo r example , if the requirements were only broad statements ob—

tam ed from the user and not definitized . The result could be a system

that  is d i f f i c u l t  to operate and mainta in  as a result  of inadequate design

and development. Accordingly, analysis of the cost impact is very diffi-

c u l t  w i t h o u t  addi t ional  quantitative data . Boehin, [161, cites a couple of

examples of 67 percent and 95 percent rewrites of software because user

requi rements were not def ined properly.

3.3.2 Developer domain factors--preparation procedures. Table 3

identifies the factors analyzed , and summarizes the results of the devel-

oper domain. As in the purchaser domain , most of the effects have been

evaluated in terms of the impact on productivi ty or cost.

3.3.2.1 Base lines. The configuration documentation describing

the hardware and software to be utilized in a specific project could have
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an impact on software development costs. However , neither qualitative nor

quantitative data was available to investigate the impact of this area on 
0

costs.

3.3.2.2 Understanding development tasks . This is an area which has

to have an impact on software development Co sts as well as other elements

of life-cycle costs. Communication with the purchaser is an important

factor in determining the impact of this area. Since there was only

sparse quantitative data with which to measure impacts for this area ,

the magnitude of the effect  of only two factors could be determined .

3.3.2.2.1 Participation of programming organization in requirements
analysis.  There was quantitative data available to examine the impact

of this factor . The degree of participation was s t ra t i f ied into three

categories: extensive , intermittent, and minimal . Productivity goes

up as participation increases; over the spectrum of participation it

increases by 62 percent (between minimal and extensive) .

3.3.2.2.2 Misunderstanding requirements. The impact of changes in

requirements was examined in paragraph 3.3.1.1.4 . 2. At other times the

developer may misunderstand the requirements as stated by the purchaser

and deliver against these misunderstood requirements . This would obvi—

ously have an impact requiring software revisions ranging from a minor

change to an entire redo of the software package .

3 . 3 .2 .2 . 3  Failure to meet understood requirements. There will be

cases where the developer undei-stands the requirements perfect ly ,  yet for

a variety of reasons cannot deliver software that meets those require—

m er t s  wi th  the resources and time allotted. This might be termed the

classic overrun . Its magn itude could vary sign ificantly ,  depending on

circumstances. It is generally caused by the other factors discussed

in this section .
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3.~~.2.3 Identify ing proj&ct tasks. Once the developer assumes

responsibility for the developmeflt, the effort is usually divided into

project tasks. This has traditionally meant dividing the total effort

into u n i t s  which could conveniently be handled by one person . One person

may have several units as his  respons ib i l i ty. These uni ts  might be

.odertified as moduies, programs , subprograms, subroutines, or functions ;

eac~h one is generally a separately compiled entity . Traditionally , de—

v~ lopment has started at this level , and then the units are integrated

into a workinc system . This has been called a bottoms-up approach.

Under rrodern programming the reverse is true with development starting

at the top . Still , however , work is divided into units that can be

conveniently handled by a single person .

3.3.2.3.1 Number of project tasks. If one equates project task

with the work uni t as described above , there is an extremely strong

correlation between man-months for development and the number of v~ork

u n i t s .  A work un i t  is equated to each separately compiled entity in the
t

development . As with pages of delivered documentation , the number of
work units is as good as or a better estimator of the man—months re—

quired for development than source statements. However, unlike docu—

mentation , it can be used as a predictor at some phase of the develop-

ment process. An estimate of the number of work units should be avail-

able at either the Preliminary Design Review (PDR) or the Critical De-

sign Review (CDR).

(4 3.3.2.4 Design. Design is essentially the responsibility of the - 
-
)

- 

developer, although the purchaser may impose certain disciplines such ~1as structured top—down design . Design is an area that has obvious impact -
)

on software development costs as well as other life—cycle costs. There

is , however , very little quantitative data with which to assess these im-

pacts . A number of design factors were investigated both quantitatively

and qu43litatively. Th~ interface between requirements analysis and de-

sign was d iscussed prev iously.
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3 .3 .2 . 4 . 1  Complexi ty .  Complexi ty  of design is a f ac to r  t hat  is

recognized as having enormous cost i n p . . -t .  However , attempts to create

a ra t ing  scale have not been 5 U c C ’ e 5 st a .~~~. The r at i n g  scale f o r  desi gn

complexi ty  selected by SDC f ur  the  cise i l l  S tudy , [49 ]  , which was

also unsuccess fu l, involve d f J U X  t ’a t i n~~ l ( -ve l s  wh i ch ranged f rom the

direct  t ransla t ion of man ua l t a s - c  t - . au~~cr a t i c  f u n c t i o n s, tc  the auto—

r,cition of undefined and unst~ uctu~~
,~ I cns .  Analys is  of the data

in.iicated that the productivit~~es cia nn-t vary in a uniform manner over

the rating scale , “~d that  comb le~~ ty  i l l  the presence of other variables

4.410 not appear to have an e f f e c t  on pr o h -...c t i v i t y .

— 3 . 3 . 2 . 4 . 2  Stabil i ty. S tab i l i ty  of design , l ike -  st ab i l i ty  of re-

quirements , should have a sig n i f i c a n t  de ’.’e l op x C e n t  cost inl act. S .’~

Phase I I I  data inc luded a variable to measure this design stability.

I t  could assume four states : design carr ied through without change ,

few changes ,  f requent  changes , and almost coi-.p le tely redesigned.  It is

tac i t ly  assumed that these are design c4-ianges occu r r ing  w i t h  unchanging

r tc juirements .  Analys is  of the data indicated no pat tern  to the j ’roduc—

0 t iv i t i e s  over the rating scale, and l i t t l e  s ta t i s t ica l  s ign i f i cance  in

regression.  Stability, howeve r , seems to s t r a t i f y  into two groups :

( I )  no and f ec’  design .  changes f a l l i n g  into a group wi th  high pro du ct iv—

ities, ai~c~ ( 2 )  fcc -c -ce nt ~Iesign changes and complete  r e d e s ign  f a l l i n g  in to

a grC°-4. wi t . low pr c :-cct iv i t e s.  The forme r group is about 1.5 times as

~~n CccctiVe ~ S t:1c l LsttCl group .

3. 3 .. . 4 . 3  ~todern ~2 rograrm1ng t echniques .  The irn ~:o: ;it ion of r o d e r n

r c : r -coj .11n5 as a desiaz - me t h od  s o u ~~d h ave  a be n~~fi  c ial  in-p act  on s o f t —

ware devc l c . p n o c t  cost. There is no a u a n ti t a t i v e  data to demonstra te  t h i s

- g a ct , b-a t  ;9rc:4 , [-h ) , stir. stes a co~~ savings of 4ç p er c e nt  u s in c

- -car’ - C C  ra: - r~inc; to  . h c i Cj u L S  .

3 . 3 . 2 . 4 .4 Ths ’ gn techr . i - ao ~~~. T a ’  - - oI 4 t i a l  Comb Utt 1  J3-~~.n c y  of

1 ,01 ,0cc, ~27] , att’C: j . t~~ .4 t ut c—~’~ t O -  ccst ir . p a c  t of varaouc des ign
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techniques such ac f l o w — c har t i n g  and decision tables . Other than citing

the possib~ l ity  ( o f  s i g n i f i c a n t  e f f e c t , l i t t l e  else was presented about

the impact (0~~~ these t echnicue s on cost. Anothe r design technique that

coul d possibly have an impact on cost is t h e  use of a formal design lan-

ouage . However , there was no data available with which to measure the

impact of this technique on cost.

3.3.2.4.5 Flexibility . Design flexibility is usually added so that

the sof tware is more easi ly adaptable to changing requirements.  In many

cases , design f l e x i b i l i t y  is added with a set of potential requirements

changes in mind , which may not be the requirements that actually change

and thus render  cne design bas ica l ly  in f lex ib le. Based on the data

avai lable , cosign f l e x i b i l i t y  - -culd not be isolated from requirements

c:4anq es . bin-.,’i ’ ‘.de reg-circ-nocts for future changes are speculation ,

adding f l e x i b il i ty  may or may not incur  a cost benef i t  An exam p le is

the tracit off of a .Oatd base management  system (DBMS) versus a file

management system which was described in paragraph 3.3.1.1.3. If vola—

tilitv in record formats and f i les  is expected , then the addit iona l  cost

of desi gr. f l e x i b i li ty  of a hb 15 may pro ve benef ic ia l. On the other hand ,

th record formats  and fi l e s  are expected to remain stable , then

utiLizin ; a simp le file management system is more logical. T°,ure is also

tradeoff between des ign  f l e x i b i l i t y  and t a s t ing. Increasing  design

flexibility will increase- th~ cost of the design phase of software devel-

opment. Boebc has statod , [117) , that  60 percent of the errors dis-

covered in t e s t i n C ;  ra - : . i re des ’qn  changes . It stands to reason that if

t.n~- design is f l e x ib l e , the e r r o r  can be corrected with fewer resources.

l o s , by ad- ; 110 ;  de~~ig: f l € - x i b ~~l~~ty one would expect to increase desi gn

costs, but reduce t e s t i r u;  - c ot S .

3.3.2.5 Sof tware  s i z in g  and cost e s t i m a t i o n  t e c h n i q u e s .  Sof tware

sizing and cost es t imat ion tec~~ f l i Cj U € S  do not hcl\’C a di rect e f f e c t  on the

cost of developing software , but they do have a large impact on creating

5))
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a reliable estimate . One of the major problems is to determine what

should be included in sof tware cost estimates for any par ticular sof tware

development .

3.3.2.5.1 Cost per instruction method . The two biggest factors

causing unreliability of the estimate using this technique are : the error

associated with making the size estimate (number of instructions), and the

complete lack of standards regarding the definition of an instruction .

A thi r d , but rather  minor , fac tor causing u n r e l i a b i l i t y  is whether or n ot

the cost per instruction is to be considered a constant , independent of

the number of instructions. This usually manifes ts  i tself in being forced

to make a choice between a li near Cos t Estimating Relationship (CER )

(constant cost per instruction) or a geometric CER (variable cost per

instruction). The final decision is highly dependent on when the estimate

is being made in the development cycle. Table 4 presents estimates of how

accurate the sizing parameter may be as a function of phase in the devel-

opment cycle. The worst case is for new source code ‘ ball park” estimates

in concept formulation where the one sigma error of the estimate is approx-

imately 5.0 times the estimate on the upper band and 20 percent of the

estimate on the lower band . Estimates with this kind of error are con—

-Jdorcd unreliable .

3 . 3 . 2 . 5 . 1 . 1  Definition of instruction. How the estimator interprets

t:-:e word “instruction ,” and the Cost Estimation Relationship (CER) to which

t h a t  interpretation was applied , has a large impact on the reliability of

the cost estimate . Captain Dever.ny, [40] , in his study of ESD cost esti-

mating , gives a couple of examples of how different interpretations of

th

~ 

word “ ins t ruc t ion” have created widely d i f f e r e n t  estimates for the

same project. In one case it resulted in a difference by a factor of 10.

The element causing the largest variance is what software is included in

the instruction count . In one ESD example , an estimate included diagnos-

t ic  and support software , whereas the other did not . For on-board avionics

sof tware , an inexperienced estimator may exclude ins t ruc t ion  counts for

s imulat ion and ATE software , whereas an experienced estimator would include

it. I(rot 10r element causing wide variance is the use of object code

60
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i n s t ruc t ion  counts in CERs deve loped on the basis of source coun t and

vice versa. Generally speaking, the interchange can only be made reliable

if the source code is in assembler, which is close to being a one—to—one

re la t ionsh ip .  In summary , to get a reliable estimate using the cost per

instruction method , the definition on which tire- instruction count is based

must  be cons is tent  wi th  the  one used in developing the ~~~R .

CER reliability is discussed below for several definitions of the word

“ ins t ruc t ion . ” This r e l i ab i l i t y  alway s assumes that the ins t ruct ion count

is exact fo r the de f in i t i on  cited (i .e . ,  perfec t  sizing estimate) . Thus ,

tire reliability measures the variance in programmer productivity for the

given de f in i t ion .  The def ini t ion of the word “instruction , ” in itself ,

is not sufficient to create a reliable estimate ; therefore , othe r di-

mensions of the problem must be taken into account.

3 . 3 . 2 . 5 . 1. 1. 1  Total object words. This is the total number of com-

puter words for every program required to run and maintain the system in

the field. It would thus include the memory space in the CPU each program

allocates for data areas and constants. This count is usually obtained

from the output of a linkage editor or binary loader. These programs

usually give the internal CPU memory requirements for each module loaded

that is required to run the program. If the system uses dynamic storage

techniques , which do not appear on the linkage editor output or binary

loa~ er map , these requirements must be added . The word count is not

normalized by word size. The standard error consis tent  w i t h  t h i s  defi-

n i t ion  of the word “ ins t ruc t ion” in ra t io  fe-yin is 182 percent of ire

es t ima te  on the upper band and 35 percent  of the estimate on the lower

1 a rd .  There is a variety of ways a system can be created t o  occupy a

given amount of CPU space, each requir ing d i f f e r e n t  resource expendi tures .

3 . 3 . 2 . 5 . 1 . 1 . 2  Total  object words minus data areas.  This is t i r e

amount of executable object  code in the total  object  code wi th  a l l  data

areas and constants subtracted out. This is usually very difficult

12
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to obtain. Painstakingly, each data area and constant declaration are

subtracted from the assembler listing, including the assembler listings

which are outputs of ROL compilers. For the average system this amounts

to about 13 percent of total objec t code , but there is a wide variance
about this average . An estimate consistent with this definition of the

word “instruction” has a standard error of 160 percent of the estimate

on the upper band and 38 percen t on the lower band.

3.3.2.5.1.1.3 New Object words minus data areas. This is the amount

of executable object code in the system that resulted from source state-

ments written during the development being considered. This is even more

difficult to obtain than the information required to arrive at the param-

eter in the previous -definition. To obtaiu it , one must take only new

modules or ones that had greater than a 50 percent overhaul from previous

systems, and apply the same method as used in the definition immediately

above . For the average system , this amounts to about 80 percent of the

executable object code , but , again , there is a wide variance about this

average . Also , one cannot expect this average to remain constant in

the future . The percentage has been dropping over the years as more and

more canned and reusable software becomes available. One estimate is

that by 1990 only 15 percent of a typical delivered system for use by

private industry will be new code. The standard error for this defini-

tion in ratio form is 140 percent of the estimate in the upper band and
42 percen t of the estimate in the lower band .

3.3.2.5.1.1.4 New source lines. This is the number of source state-

ments written during the development that is mapped into new object code

in the delivered system. Source statements are only counted for new

modules or modules that have greater than a 50 percent overhaul from

previous systems. For batch development systems with card input , this

count is obtained from a manual count of cards. For terminal oriented

systems , in which the source code is prepared with text editors , there
is usually a line counter in the editor so the counts can be obtained

63 
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automatically. For the reasons discussed in paragraph 3 .3 .1. 1 .9  on

Language Requirements, the standard error for a source definitior t of

“instruction ” decreases considerably from that of an object code defini-

tion . For a source code definition the standard error is 68 percent on

the upper band and 60 percent on the lower band .

3.3.2.5.1.1.5 Delivered code versus total code. The code delivered

to the purchaser , which is required to run and maintain the system , is

not always the total amount of code created by the developer during the

development . The developer may have created additional software such as

simulations and other test tools to check the software , which are not

delivered to the purchaser . Since the amount of this kind of software

varies among developments it creates variance in an estimator based on

delivered code. For the SDC Phase III data , delivered code as a percent

of total code averaged 77 percent with a standard deviation of 30 percent .

3.3.2 .5.1.1.6 Support software versus operational software. The

def in i t ions  for “instruction” were concerned with the software required

to run and maintain the system , which may exclude certain classes of

support software used to develop the operational software . Depending on

the development , various amounts of support software are created , whi ch

can cause error in an estimator that exc ludes i t .  Developments with a

new CPU or new lanquages general ly have a large amount of th is  type of

sof tware , a good portion of which is never delivered to the customer .

Thus , a considerable amount of this kind of software falls into the

category of non-delivered code . The average percent of total code for

the typical system is not known , neither is the variance , but it is

considered to be large . The percent of support software that is de—

livered in the future is expected to increase , especially for federal

government programs . Federal agencies and particularly military depart—

tuent s  i r e -  demanding  that suppe r t software be ii~ 1 ivered w i t h  t h i ’  opera-

t ional  sof tware , since in most cases they f inanced  its development.

I
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3.3.2.5. 1 . 2 Form of Cost Estimating Relationship (CER). The variance

in the estimate caused by the form of the Cost Estimating Relationship (CER)

chosen is small compared to that caused by the sizing estimate and defini-

tion of “instruction. ” The forms used are linear (constant cost per in-

struction) or geometric (cost per instruction varies with program size).

A number of investigators have proclaimed that the cos t per instruction

should not remain constant (independent of the size of the effort). With

larger projects more personnel interactions have to occur , resulting in

decreased personnel productivity . Yet, other sources have indicated that

economics of scale may be e f f ected , [59]. The generalized forms of the

relationships are as follows :

= ai b (geometric) (Equation 1)

MN = c+dI ( l inear)  (Equation 2)

where

MM = man-months for development; I = number of

instructions; and a, b, c, d = constants

A number of investigators have come to the conclusion that b approx-

imates 1.25.  This study investigated both forms , and for some sub-

populations of programs the linear form was a better estimator . However ,

for  the total population and major  elements of the population (command and

con trol , s c i e n t i f i c, u t i l i t y  an d business  p r o g r a m s) ,  the power func t ion

is recommended , and b was found to range from 0. 72 to 1.26 , depending

Cr. t h€- application .

3 .3 . 2 .5 .2  U n i t s  of work method . This method , described in paragraph

3 . 3 . 2 . 3 , invclves  s t r u c t u ri n g  the total sof tware  development in to  work

packages or modules , that can be conveniently handled by one person. One

person , however , may be responsible for several modules.  Each module is

costed separately, and then the individual costs are summed to arrive at

a total projec t  cost. The modular  s t ructure  of a program is of ten  not
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available with any accuracy until  well into the development (at the com-

pletion of design) . Usually, by this time 40 percent of resources will

have been expended . The variance associated with this method is unknown .

However , analysis of the available quantitative data indicated it is

superior to the cost per instruction method . Thus, when the sizes of the

work packages are known , the cost per instruction method is applied to the

individual packages rather than to the total program . This more refined

level of analysis will result in more accurate estimates. Estimating the

sizes of small packages can be done more accurately, and by summing the

sizes of the small packages , the over- and undere’3timates of the small

packages will also tend to offset each other , r~ s lting in greater accuracy
in the estimate of overall size. To assess the remaining expenditures anti-

cipated , the actual costs experienced to date will be subtracted from the

total estimate obtained by summing the estimated costs of the work packages.

Aron , [7), states that this method can only be applied successfully to

small projec ts, and that it is the worst of all possible methods for large

projects. His contention is based on the assumption of estimating 1.5 man-

months of effort for every module in the system.

3.3.2.5.3 Experience method , This method relies on the experience of

the personnel involved in the development . It is based on the premise that

experience on a large programm ing system can be carried forward to similar

systems . This method tends to lose its ef f ectiveness if it is applied to

syst~Trs which are either larger or functionally different than those re-

flected in the experience of the project personnel. Aron , [7], states that

it is the best of all possible methods when it can be applied. There is

r~o -~ucntitative data as to the variance associated with this method . Al-

t hough  the method may be viable for a developer , it is not a viable method

for the purchaser for it can be interpreted as “ t rus t ing  the cost estimate

o f the contractor if he has developed similar programs.’

3 . 3 . 2 . 5 . 4  Constraint method . This is the software version of design—

to-cost. Based on schedule , dollar , or manpower constraints , the devel-

oper simply agrees to do the job within the constraints. The problem is 
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to come up with a set of satisfactory specifications that can be met

within the constraints . This requires close liaison between the pur-

chaser and developer before project initiation . An overrun occurs when

the developer has used up the resources within the constraints , and ha s

not met the agreed upon specifications. The variance associated with this

method is not known . The close liaison between the purchaser and developer ,

usually required by this method, is thought to be beneficial , but Aron ,

[71 , rates the method th ird in accuracy behind experience and cos t per
instruction .

3 .3 . 2 . 5 . 5  Analogy method . This is similar to the experience method

but on a more aggregate scale. In this method the project manager se—

lects a software system which is most closely analogous to the one to be

developed , and simply states that the cost of the new software system will

be the same in constant dollars . The variance associated with this method

is not known . This method probably tends to overestimate when the new

system is quite similar to the analogous system , because it does not take

into account the effect of prior learning and reused software. DAI has

found an offshoot  of this method to be quite e f fec t ive  in estimating

program size for the cost per instruction oethod . Analogy can be very

ef fec t ive  in estimating the total object word requirements for a proposed

system. How those object words are to be generated is, however , a major

cost variant . Thus , analogy is no better than using the total object

word defini t ion in the cost per instruction method .

3.3.2.5.6 Percent of hardware method . In this method the RDT&E hard-

ware cost is multiplied by some factor to arrive at the software cost.

The tacit assumptions in this method are :

(1) one can estimate RDT&E hardware costs better than inde-
pendently estimating software costs, and

(2) software costs tend to be a somewhat constant percentage
of hardware costs.
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The first assumption is probably valid in most cases , but the second is

suspec t. Boehm, [16] ,  has estimated hardware/software trends for Air

Force ADP systems. His results are reproduced in Figure 7. Boehm stated

no variance about the treridline . Using the results of the curve in the

current t ime frame , sof tware is apnroximately 67 percent of total system
cost; thus RDT&E hardware cost would be multiplied by 2 to arrive at soft-
ware cost . It is the experience of DAI that there is a wide variance

about this hardware/software ratio . It is not unusual for software to be

as high as 80 percent or as low as 50 percent of the total system cost.

Using this method , there could be errors of over 100 percent in the sof t—

ware cost est imate , even if the hardware estimate were exact. This method

rates as the lowest in accuracy of all those discussed .

3.3.2.6 Estimate analysis capabilities. The ability of the developer

to conduct in—depth analysis to estimate the cost of software development

projects should have an impact on software costs; however , neither quali-

tative nor quantitative information was available to investigate the impact

of factors from this area. —

3.3.3 Developer domain--project management procedures. Table 5 lists

the management procedures analyzed and summarizes the ef fects of the
f actors in the developer domain.

3.3.3.1 Cost estimation assumptions. There are a number of assump-

tions the developer can make that can create variance between the estimate

and the actual cost of delivering the code. The variances discussed in

paragraph 3.3.2.5 on sof tware sizing and cost estimation techniques are

also directly applicable to the area of cost estimation assumptions.

3.3.3.1.1 Size. How large the developer estimates the effort to be ,

based on purchaser requirements , can cause a large variance between esti-

mated and actual cost . If the developer sizes on the basis of instructions ,

68
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the error can be appreciable , especially for programs in which the ex-

ponent of the estimating relationship is greater than 1.0. If the de-

veloper sizes directly in man—months and secondary resources based on

previous experience , then the variance essentially depends on the appli—

cability of his previous experience to the new development .

3.3.3.1.2 Personnel Productivity . If the developer sizes the soft—

ware in terms of a product measure such as the number of instructions

or number of modules , then his assumed personnel productivity against those

measures is a key variant in the estimate. Since producing software is a

very labor intensive activity (greater than 85 percent of resource expendi-

tures) , assumed personnel productivity is the key to arriving at an accurate

cost estimate. Since generating software is creative, a wide var iance

in personnel productivity can be expected . This is especially true when

the product measure is number of instructions. If the developer knows

his personnel and the requirements of the project well , his estimate should 4
be better than that of the purcha ser whi ch is based upon the productivity

experience of several developers with various types and sizes of software

developments.

3 . 3 . 3 . 1.3  Direct application of previous experience. The amount of
previous experience that can be applied to the new development is another

factor that can create variance between estimated and actual expenditures.

If a develoçer has no applicable experience, then his estimate will be in

error by the amount of benefit that could be attributed to experience.

The benefi t  of experience can be manifes ted  in several ways . As examples ,

the transport of software from an operational system to the development

system , more accurate estimates of ;ize , and greater productivity are a

few of the benef i t s .  As discus~ied in paragraph 3.3.1.1.14 , the transport—

ability of software -on I -r - //v e e wy  or d i f f i c u l t  depending on the s i t u a t i o n .

I t  o large ~Thou nt of S o f t  w i r e -  410 be t t I f l : ; } 4 O 1 t O C I  easi ly ,  it in make a

1 d r - r e -  di t fer en re  in the e - 2 t  of the  r ;y - ;t em.

L 
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3.3.3.1.4 Secondary resources . Since secondary resources are small

compared to the primary resource (man-months), any variance associated

with  t he i r  est imate wi l l  generally onl y create a small error in the over—

a l l  es t imate .  This is true especially if the estimate of the primary

resource is used to estimate the secondary resources. The main secondary

resource to be estimated is machine u t i l i za t ion .  Another resource con— LI
sidered important is documentation production . Analysis of the available

quantitative data indicates that both machine utilization and documenta-

H tion are highly correlated with the primary resource; they are estimated

as approximately 7.5 percent of the cost of the primary resource.

3 . 3 . 3 . 2  Management experience and competence. Management experience

and competence is not only a factor in software development , but as dis—

cussed previously, it can be a factor in the cost estimate generated by

the developer. Factors within this area are of major importance in deter-

mining sof tware  development costs , but it is extremely difficult to demon—

strate this with the available quantitative data .

3.3.3.2.1 Experience with language . The experience of the developer

wi th the programming languages being used for development, measured in

average number of years for the assigned s taf f , has v i r tual ly  no correla-

tion with the productivity that will be achieved. Halstead , [61), states

that it only takes six months for programmers to become proficient in a new

language. Therefore , the contention is that if language is an element in

the development , expect as much as six months of lower than normal pro-

ductive effort on the part of the programmers involved.

3.3.3.2.2 Experience with application. Although an increase in pro-

ductivity would be expected , the analysis of quantitative data indicated

no correlation with productivity .

3.3.3.2.3 Overall experience. Combining the experiences with lan-

guage and a~ plication did not improve the correlation with productivity.
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In addition , Kosy , [82] , cites a controlled laboratory study by Sackxnan

j which comes to similar conclusions. Two d i f f e r en t  problems were given to

a group of 12 programmers. The resulting productivities did not correlate

with programmer experience. Inherent programmer abilities completely

dominated the effects that could be attributed to any cause.

3 . 3 . 3 .2 . 4  I~~rsonnel mix by type. The mix of personnel on a project can

have an impact on productivity. Malone, 186], studied 11 software develop-

ments in which the personnel were classified into three categories: program-

mers, analysts , and support personnel (management, clerical , etc.). He deter—

mined that productivity dropped about 25 percent for each 10 percent increase

in the amount of support personnel. The percentage of support personnel , how-

ever , is not something that can be dictated by fiat. The expected mix for the

normal project is about 20 percent support personnel and 80 percent program-

mers and analysts.

3.3.3.3 Requirements for collection of data for estimate analysis. These

requirements d ic ta te  the software cost arid related data that will be collected .

Since there are no generally accepted standards defining software cost data ,

there can be considerable variance between e st ima ted  and actual costs.

3,3.3.3.1 Work Breakdown Structur€- (WBS). Any large system develop-

ment for the Department of Defense w i l l  ,w ,- - t Work Breakdown Structure (WBS)

against which costs can be collected on~ m~ iiitorcd. The way in which soft-

ware appears in the WBS can have a significant impact on the “apparent”

cost of software for the development under consideration. The WBS of a

major hardware systems development may contain very little of the asso-

ciated software development WBS, even though a considerable amount of

the total systems development cost is for software development. In some

cases , the systems WBS has containc —~ only one element for software. Il l s

element usually reflectn only tire coding and debugging costs 3t a !- i -1I C:/l- -

tions software . If the cost estimate for software development lflC l )ICl (/i

the analysis, design and test of the  applications and : ; r 1 - 1 / r t  ~o~~t W l r t - ,

the 4-st Lmote will be con- iderably (lrf~ater than the reported c o t - - .
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If the projec.; is primarily a software development effort , a highl y

refined WBS should be a standard procedure . Programs on which cost re-

porting and control is effected at a refined level of WBS indenture have

had greater success at cost control.

3.3.3.3.2 Cost/Schedule Control Systems Criteria (C/SCSC) . PoD in-

struction 7000.10 prescribes a format for reporting costs which is re-

quired for large weapon systems developments. The reports received under

the system are called CPRs (Cost Performance Reports). Software can be

reported in two different formats: the functional format and the WBS

format. A major variance between the estimated and actual costs can occur

if there are inconsistencies between the definitions of software used to

estimate and to report costs.

3.3.3.4 Cost collection practices. Cost collection practices by

the developer can have an impact on sof tware development cost if data is
to be collected . In some cases the purchaser may also have to expend

resources to collect the data. This may occur , for example , if the

purchaser has personnel at the development site to monitor the program

(for schedule and cost control). These additional costs may , however ,

be recouped through improved management of the program. The degree of
automation in data collection also has an impact on cost; in a’Idition

to cost and performance da ta , product measurement parameters , such as

instruction counts, can be collected . There was no quantitative data

available on the cost impact of cost collection practices; however , some

of the more important aspec ts of cost collection which impact development
cost arc’ discussed .

3 . 3 . 3 . 4 . 1  Amount and method of collection . The amount of data

collected is essential ly a func t ion  of the WBS as dictated by the cost

data collection requirements. The n,ore data that is collected , the

greater  E 1~tp so f tware  development costs.  The costs may, however, be re-

couped i f  it 1- rov id e s  improved management  tools wi th  which to control costs.
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The degree of automation in the collection process can have a signi f—

icant e f fec t  on the cost impact of cost data collection . Substantially

fewer man—hours are required to record and report data automatically.

However , if a major development effort is required to automate the cost

data collection procedures , an adverse impact on the program costs could

result.  A consideration in the evaluation of automation costs is the use

to which the automatic aid can be made in subsequent development e f fo r t s .

3 .3 . 3 . 4 . 2 Frequency of collection . For most DoD ef fo rts, cost data

is collected and reported monthly . Therefore , this variable will only

have an ef fect  if collection is on other than a once a month basis.

3 . 3 . 3 . 4 . 3  Information retrieval and analysis of collected data . For

some projects the amount of cost data reported monthly is enormous. There-

fore , it creates an information retrieval problem for the purchaser which

can generate extra cost expenditures. For example, cost reporting for

the Army Patriot Missile under CSCS generates a monthly report of corn-

puter printouts approximately 4 inches thick. Not all of this , of course ,

relates to software cost. For certain elements it reports down to the

seventh level of WES indenture . It also comes in the form of a magnetic

tape , so that all data is in machine readable form . The sheer volume of

a report of this nature can create a large information retrieval problem

for the developer, who must collect and generate the data, and the pur-

chaser , who must analyze the data . Generating data across reports to

establish trends is even more difficult. For the Patriot Missile , a com-

puterized inforriation retrieval system is being developed to aid in this

analysis procedure .

3.3.4 Developer domain-—determining actual costs. This category of

variables is probably responsible for generating the greater portion of

variance between estimated and actual cost. The WES dictates what is

reported as actual software development cost .  The variance between this
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reported cos t and that  estimated can be large if the cost definitions on

which the es t imate  is based are not consistent  with the software T,’BS.

The factors  studied are outlined in Table 6.

-
~ 3.3.4.1 Personnel charges. The allocation of personnel charges on - -

a project can have a large impact on reported actual costs. In some devel—

opments , for example , management and other support personnel may not be —

charged against software, even though they are performing software develop-

ment functions. Their labor costs may be charged against Systems Engineer—

ing and Project Management in the Work Breakdown Structure (WBS). In 
C

other developments the same type of personnel performing the same func-

tions may be charged against a software element in the WBS . As an example ,

in a primarily hardware development organization , the development of al-

gorithms to be implemented in software may not have the design engineering

time charged against a software element in the WES. Conversely, in a pri-

marily software development organization the opposite would be expected.

At one extreme , personnel charges against software may only include pro—

grammer time during code and debug , while at the other extreme , the

charges can also include programmer, management, and secondary support

time through all phases of the development .

3.3.4.2 Development phases included. The software development phases

included in software cost can have significant impact on the variance be—

tween actual and estimated cost. In a number of cases, software develop-

ment cost reflect the cost for code and debug only and disregard the other

phases of development . On the average , code and debug only amount to 20

percent of the total development costs (if analysis and design, and t/Cstinq

and integration are included in the total).

3 . 3 . 4 . 3  Factoring hardware from sof tware  costs . In large weapons

systems developments , software costs are often not detailed in the Work

Breakdown Structure (WBS ) even though software costs may be a large por-

tion of the expendi tures .  In such cases, there may not be a requirement
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to make a software cost estimate , but the presence of software can create

a large variance between estimated and actual total systems cost. An

approach for estimating software costs in such a case would be the Percent

of Hardware Method discussed previously.

In some system developments, personnel may be dually qualified in both
hardware and software. This is especially true for engineers in the field

of avionics develo
’
~~ ent . The method used in charging their time is crit-

ical to the software costs generated . When certain kinds of engineers are

qualif ied to perform the entire spectrum of work effort from hardware
through f irmware (whic h or iginates as software) to sof tware, it is very

difficult to ensure that the time is allocated consistently (especially

among projects and among development organizations). Also , in certain

kinds of development functions , such as total systems integration and

test, it is also very difficult to distinguish between hardware and soft—

ware act ivi t ies .  Thus , differences existing in the allocation criteria

for functions involving hardware and software can significantly affect

reported costs.

3.3.4.4 Separating development from maintenance costs. For a large

number of systems it is difficult to determine where development ends
and maintenance support commences. Af t e r  the system is installed there

still may be development activities , which are often referred to as en-

hancements. How these costs are charged can make a considerable differ-

ence between estimated and actual software development costs.

3.3.4.5 Organizatiorbs included. In most large developments there

are resources expended on the part of the purchaser as well as the de-

veloper . Costs, however , are usually only allocated against the developer.
T~~CC ratio of purchaser cost to developer cost cannot be assumed to be
relatively constant over a variety of different developments. In some

developments the purchaser will assume responsibilities that the developer
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assumes in others. If expenditures are riot included from both organiza-

tions, considerable variance between estimated and actual costs can

occur among development programs.

In some developments more than one kind of organization can be in-

volved in the development . For example , the final system may be developed

through the combined efforts of military , civil service , and contractor

personnel. Within such a development there may also be a number of differ— C

ent proj ect of f ices  and a number of d i f fe rent independent contractors ,

involved .

3.3.4.6 Secondary resources. Paragraph 3.3.3.1.4 mentioned the

high correlation between primary and secondary resource usage in software

development. How these secondary resources are charged in the Work Break-

down Structure (W BS) , however , can make a considerable difference in the

actual reported cost associated with them. They may be charged directly

against sof tware WBS elements , against non—software WBS elements, be in-

cluded, in G&A, or some combination of the three.

3.3.5 Other factors--type of application. There are some factors

which affec t cost that do not fall conveniently in either the purchaser

or developer domain . Some of the factors that were discussed previously

overlap both domains , but were placed in the domain having major responsi-

bility. The only factors that appear outside of both domains are the

types of software application . For purposes of discussion , the types of

applications have been divided into the following : business , scientif’-ic ,

u t i l i t y, command and control , and on-board avionics . (See Table 7.)

3.3.5.1 Business . Business applications on a cost per source line

basis are usually more productive than non-business applications , since
business applications are normally much less complicated than other appli-

cations , such as scientific or command and control. Analysis of available
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~-,~arititative data indicates that productivity should increase over that

4 / f  the total population .

3.3. 5.2 Scientific . The quantitative data analyzed indicated that

software development for scientific applications was less productive than

that of the total population and the business and utility programs. It

was also noted that software development in scientific applications was

somewhat more productive than those of command and control .

3.3.5.3 Utility . Ana lysis of available quantitative data regarding

the software development of utility programs, such as I/O drivers , etc.,

indicate s that productivity is greater than that of the total population .

Productivity in utility orograms , considered a rart of support software

was lower than that of business programs , but higher than that of
1

scientific , and command and control  procrams . /
3.3.5.4 Command and control. There are a number of diver~~ func t ions

of software involved in command and control  applicati-or.s such ~s data base

management, informa tion retr ieva l , and display generation . However , avail-

able qualitative data was not adequate to analyze the command and cor.trol

fur,ctions separately. Analysis of overall cor’,rnanc1 and con trol applica-

ticr1s ~ndicated that productivity was less , as compare d to the c-ther types

cf applications. SirCce commarCa and control software is often larger ,

lower productivity would be expected.

3.3. 5.5 ~ r,-b-oard av~~cn i c s.  Ur d i k e  ccrr~oar.d and control , on—board

avionics software cor.ver~ier.tly subdivides itself ir.tc t- ,reo different types :

~,n-hard Flight Program FF), sitrula tfir., ar.d ;4 -c tcr -at l c  Test E~ u 1pnent

4ATE). Accordir,oly, one can utilize diffLr~~nt :c-sr Estonatinc Relationships

( E R 5 )  for  eac:~ of t he  t h r ee  d~~f fe r~ nt  a~ ;l ~~cs1:i-cr.~ of -f t~ a,s. CFPS

u s u a l l y  have to opera te ir. real—tthe, cucc- ,-rs- sn~~nse , rre.n~rrv constrained

-envircrjner,ts, which r.aturally have an urpoct cf lover~ ng development pro-

ductivity. In addition , -:FPs u su a l ’: r e cu i r e  a or eat  amount of t e s t i n g

_ 
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ir ,iinu c h a~ a number of then- are life critical , which also has an impact

V t  ) :- C.~~ ’Císinq productivity as compared to other  types of appl ica t ions .
An a ly’ ;i  ( / t  ~uC~l I t~It  ive data ind ica ted  tha t  development of s imula t ion

I l ( ’ t t W C U C I  could bEC- expected to be about as productive as normal scientific

no f t wa i~ - . Developing ATE sof tware  should be the most product ive of the
t h r .t L , since it is usually developed with very little testing .
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4. TECHNIQUES FOR IMPROVING RELIABILITY OF SOFTWARE COST ESTIMATION

4. 1 Cr i t e r i a  for  selection of techniques

The ident i f ica t ion  and analysis  of fac tors  that i n f luence  sof tware

cost estimation served as the basis for  select ing techniques that should

be employed to improve such est imates .  The factors  caus ing the errors

in the est imates encompass hardware system design and performance re-

quirements , sof tware  design and performance requirements , descn i ptorl. of

the environment in which the sof tware is developed , character is t ics  of

the purchaser , and charac te r i s t ics  of the developer. The e f f e c t  of con-

trols are often constrained by options available to the software purchaser

or developer. Consequently, several controls to an effect are frequently

offered and tradeoff analyses are implied .

To i den t i fy  the techniques for improving the re l iabi l i ty  of the cost

estimates , the factors were divided into two categories reflecting the ex-

tent of probable impact on software cost estimations . Factors causing sig-

nificant impacts were designated as Primary Factors , listed in Table 8,

and those fac to rs  causing negligible impacts were desi gnated as secondary

fac tors . Techniques for  cont ro l l ing  the primary factors have been pro-

posed ; they evolved from DAI Corporate experience and literature. They

were evaluated in terms of their ease of implementation . Controls of the

secondary factors were not proposed since the bene f i t  expected to be

accrued from the i r  employment would p robab ly  not be worth the  implementa-

t ion e f f o r t .

4.2 Employment of t ec hn i ftues

Since the  f ac to r s  a f f e c t i n g  the  cost e s t i m a t e s  ex is t  for t he  most

c - a r t  in the  developer and ç C u r  haser domains,  the  techniques  proposed

for improving the reliability of software cost estimating are applicable

to both domains . B e n e f i t s  wi l l  be accrued to the  ih -v t - loper and pu rchase r
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TAP EF ~~~. FACT P~ AFFECTING COST ESTIMATION ACCURACY
FOF W1!I’i~ CONTROLS ARE PROPOSED

PuR ~’~i~~~r:F )C~~A I~

• Pc r f c rmar -~ce Spec i f ica t ions

— Spe cial l isp lavs
- ~ata manacement
— fir .ition of operational requirements
— Char.ces in operat ional  requirements
— :nt€r facc to design
- Resror~se t im e  requirements
- Ti~ e (hardware) constraint
- ~~ r ’or~; ~hardware) constraint
- Ti mE and merx )rv constraint
- First development on computer (CPU)
- Concurrent development of hardware
- T im e  CPU s~.e~~i f i ed  in schedule
- Pec~~i remer .t fo r  ir .r iovation
- Languaae requirements
— ~ u a l i t ’. ’ recuirements
— P.eliabilitv recuirements
- Testing requi rements
- Trar.sportabilitv requirements
- 

~iaioter~ance rem~irements

• Procram ~anacement

- Deve i c iDmen t  schedule
- Onor un ica t ions

• :ev ei c r r en t  Er.v iror . rent

~eveloper us ing another  act ivit ’ ; ’ s computer
— ~ rccramrer access to computer
— Operational rite development
— Development and target computer different
- N u mi er  of development locations
- Program~ inq environment
— ~ u rp or t  sof tware
- Procramrr. ing f a c i l i t i e s

• Product ion  E n v i r on m en t

— ~u 1ti p 1e s o f tw a re  u t i l i z a t i o n  sites

• ~ - :cr  In t e r f a c e s  and Fa r t . tc ipat ion

- EnJ  ~ser requi rements
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TABLE 8. FACTORS AFFECTING COST ESTIMATION ACCURACY
FOR WHICH CONTROLS ARE PROPOSED (Cont inued )

DEVELOPER DOMAIN

• Design

- Complexity
- Stability
- Modern programming techniques

• Estimation Techniques

— Sizing estimate errors
- Definition of instruction

• Experience and Competence

— Personnel mix -

• Data Collection

- Work Breakdown Structure (WBS)
— Cost/Schedule Control System Criteria (C/SCSC)
- Amount and method of data collection

• Secondary Resources

• Applications

by more accurate estimates of software cost. It is unlikely that the

data regarding many of the primary factors will be available to the cost

estimator for initial estimates in the conceptual phase. Consequently,

less accuracy in the estimate is expected at this time. However , as the

data becomes progressively more available during the conceptual and sub-

sequent phases of development , the accuracy of the cost estimates should

improve. And , increasing controls can be effected to ensure the estimates

remain accurate.

4.3 Control of the primary factors

For each primary factor having an impact on the accuracy of cost esti-

mation , methods are discussed which offer alternative actions for improv—

ing the accuracy of the estimates.
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4.3.1 special displays. The measures implemented to control the

• ff* yt on cost is related to the magnitude of the effect. The alterna-

t i v ~” ~‘e considered are :

• if ~~~~ softwdre r~ c:~~i remerts for special displays are less than
iO ~:eroer ~t ot  t hE overall software requirements , the effect on
costs is considered ne hligible  and should be accepted .

• If the software recuirernents for special displays are greater
than 10 percent , consider utilization of existing displays (with
currently available supporting software) to reduce the require-
rnents for special displays .

• Consider possible reduction and/or elimination in display corn-
plexitv if feasible without seriously degrading overall opera—
tior.al nerformance .

• If none of above can be effected , accept the increased costs.

4.3.2 Data rnanaaernent. Several tradeof fs should be cons idered when

considering file management technioues as opposed to Data Base Management

System (DBMS) technicues. A file management system will reduce develop—

ment cost , but increase maintenance costs . A DBMS will increase develop-

ment cost , ~ut decrease maintenance costs. Among the considerations to

be made include the following:

• If there is riot expected to be much vo la t i l i ty  in the types arid
format of data to be handled over the life of the system , then opt
for a File Management System. If great volatility is expected ,
then opt for  a DBMS .

• Expect to accept greater inefficiency in both the CPU time and
memory domains when using a DBMS .

• If the choice is left to the developer , the project manager
should be aware of the tradeoff between development and
maintenance costs.

• This is not a factor of importance for avionics applications ,
since any data management that will be required can usuall~ be
handled easily by a File Management System.

• For Command Control applications this factor can be important ,
especia l’. for systems with larue data management tasks .
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4 . 3 . 3  Def in i t ion  of operat ional  requirements .  The delineation of

operational requirements is requisite to accurate cost estimates. The

level to which the requirements are defined will determine the magnitude

of the error . The following guidance is offered :

• Determine what procedures can be imp lemented in requirements
analysis to assure adequate detail. There are no hard and
fast rules available , but the project manager should keep re-
quirements analysis high on his awareness scale. Do not let
design start until both the purchaser and developer feel com-
fortable with the requirements. As a minimum:

— Identify and delineate all software functions

— Define all operational characteristics and constraints

— Develop all the software algorithms

- Perform hardware and software tradeoffs

- Develop functional alternatives to Computer Program Con-
figuration Items (CPCIs)

- Identify language requirements

- Identify hardware constraints

• Consider the utilization of a formal  requirements analysis lan-
guage for the application area involved. There are , for ex-
ample, machine resident languages available for application
areas like Ballistic Missile Defense. The output of such a
language is input to design , again usually a formal language .
If such a language is available or could be modified , it can
be used to assure that a sufficient level of detail is attained
in requirements analysis. iLowever, the use of the language will
not automatically guarantee the level of detail required .

• Be extremely care ful how requirements analysis is paid for , -
~~~

especially algorithm development. in many instances it is done
by the purchaser , and therefore may not &ppear as a software
development cost. In some instances it is done by the devel-
oper , but is not delineated as a software cost. In other in-
stances it is done by the developer , and is delineated as a
software cost. Combinations of the above also occur . These
considerations should be taken into account when structuring
the Work Breakdown Structure (PBS) and makinu cost estimates.

4.3.4 Changes in operational re~ u ir em e nt s .  Experience has shown

that changes to operational reauirements can have a profound impact on

the software development u c s t~~.
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The problem occure more frequently on large programs ; it is unlikely

t h a t  a large } roqram will he developed without such changes. Conse-

~u~ rt l y ,  p r o v : s l c n  tm  changes  and their ~ffects should be included in

r o qr am  lans , and should b accomp l ished t h r o ugh ECPs or other  docu-

m e n t a t i o n , de~~e n i i r i y  on t:1e size or scope of the chanqe .

A re :uirements change will often result in the discard of some

exis ti n s  code and the addi t ion of new code . Sometimes , however, only

the latter is involved . In either case , the cost should be expected to

increase and the schedule expected to slip due to the requirement changes.

Each change should be addressed independently in terms of the amoun t

of code to be wr i t t en  to accommodate the ~hange . (For cost estimating

purposes keep t rack of code discarded .)  The amount of code to be wri t ten

for the chanqe can then be tra nslated into a cost and schedule impact.

Thus , the manager for software development should effect the follow-

ing :

- Identify areas in which changes are likely to accur
- Perform tradeoff analyses among the change options
- Develop plans to effect potential changes
- Evaluate impact of options on cost

4.3.5 Interface to design . A very detailed requirements analysis

can be carried out , but if the outputs of the analysis do riot interface

clearly to design (i.e., serve as useful input) the effort is essentially

wasted . This difficulty can usually be overcome by using one of the two

following alternatives :

• If available , impose a formal machine resident requirements
analysis language and companion design language on the devel-
opment. The advantages and disadvantages of this alternative
are covered under the Definition of Operational Requirements.

• Have a representative or representatives of the incended pro-
gramming organization participate in the requirements analysis ,
along with end user representatives. If this is not possible,
have someone with extensive proqramming experience participate
in requirements analysis.
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4.3.e Response time re ;ulremert . Softwaie x :spondinq in r6al time

is significantly more expensive than t . h i t ~ w i t h  slower response times. It

is very important to on-boa-id f l igh t  } r o q i a n s  - i - i - i  a v ion ics  so f twa re  devel—

opments , less critical to command and control applications , and almost non-

existent in business applications.

Factor the software into re ;ponse time domains , at least to the

point of getting the real-time dependent portion isolated . Use the

following guidelines once the total software development has been parti-

tioned relative to response time:

• If the real—time dependent I~ortion represents less than 10 1 cr—
cent of the total development , then no special provisions are
necessary . Just expect lower programmer productivity for that
portion of the development .

• If the real—time dependent portion represents more than 10 per-
cent of the total development , then the following alternatives
should be considered :

- Consider a hardware tradeoff to minimize costs while satis-
fvinq performance requirements. If only one system is being
developed , the additional cost of hardware will probably be
less than the high cost ot software (caused mainly  by re-
wr i tes )  to sat isfy the response t ime requirement .  I f  more
than one system is being installed in the field , attempt to
determine  the  b r e a k - e v er ,  point in number of sy stems . If  t i e
projected number to be ins ta l led  is less tha i- i the break-even
point , consider the hardware  a l t e r n a t ive . If the  pro j ec t ed
number to be installed is or e at er  than  the br eak- -even  point ,
cons ider  leav inq  the intended task  in so f tw a i  e.

- Consider  a f i r m w a r e  t r a d e o f f .  ~e f t w a r e  s t i l l  has to 1-c de-
ve loped  for  t h i s  alternative since all firmware on -m ates
as so ftware . Sof twar e  ta rge ted  for  firmware is qen .-ral] v
r e f e r r e d  to as microcode . W n i t i r q  microcode to meet a re-
sponse t ime re~~u i  rement  w i l l  be less product ive  per  l i n e
than o r d i n ar y  s ot t war e , j u t  w i l l  not ge n e r a lly  require  the
number of r e w r i  tes tha t  mee t i ng  a ti ght response t ime re-
qu i r emen t  in or d i i i ar v  s o f t war e  wou ld  reou l r e .  Deposit ins
c r i t i c a l  f u n c t i o n s  in f i r m w a re  w i l l  r e l a x  C1’b t ime l o a d i ng .
The t i r i tware option \~il1 re i l l i r e  an a d d i t i o n a l  hardwa re -oct
for each sy s tem , s i nc e  a h i g h  sj ced memory wi l l  be r e qu i r e d
for  the micr ocode  to r es  i t e  i n .  However  , th  i i ne i ea ed
hardware  cost per  sy~~t om w i l l  not be as lar ie as th e  to ta l

~
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hardware opti -; . examined a t c v , -  . For a sir .sle i nstallat ie~~
i ev&- lopm en t , d i - ; . ns i t i r . q  c r i ti c i  response t i m e  f u n c t i o n s
in firmware will I r e b a f l v  : a v  off. For mu1 t i— inst ~ llatier .
t ’ velopments , use the gu i d e lin e s  resented above for the

h a r d w a r e  o l t i e n .

— Examine t h e  use of a f a s t e r  nor  :owerfni Ct This w 11
increase hardware costs , and a~~so irn~~in ie on w e i C t  and
volume cons tr a in ts , if appl icable. The uuidelines pre-
sented in the hardware tradeoff above apply.

— Consider a multip le CPU syn t e m .  This is a pos sib i l i t’. - i f
several real-time dependent functions are vy inc for CPU
service simultaneously jr an interrupt driven system. The
CPL’~ t1me loadinc can sometimes fe  relieved by reading the
func t i ons  across mu l t i p le  CPUs . If , however , one func t ion
is the dr i v in ~ f ac to r , then  t h i s  is not a viable alterna-
tive . This alternative will in:rease hardware costs , and
also impinge on weight and voluoo constraints , if applicable.
The cu idel ines  presented in the hardware t r adeo f f  above
ap~ l y .

- Obta in  r e l a x a t i o n  and/or  removal of r e a l — t i m e  requ i rements
(ob ta in  and document user concurrence)

- I f  required , accept n reduction in programmer productivity
with  concomitant increase in software costs .

4 . 3 . 7 Time (hardware ) cons t ra in t. If  the CPU is projected to operate

i n a  t~ime constrained m ode , the cost is expected to increase appreciably.

time constrained mode is defined as more than 65 percent u t i l i z a t i on

of available CPU time for the most demanding task. When the utilization

exceeds 80 percent the constraint  is considered c r i t i ca l .

This factor is highly correlated with the response time factor , since

the constraint is most often present in rea l—t ime envi ronments .  However ,

not all rea l - t ime  environments  wi l l  present  a constraint. For example ,

a minicomputer controlling machine tools will be in a real-time environ-

ment , but the time-constraints are not severe . In contrast , navigation ,

fire—control , and signal processing computers in an avionics system

will most definitely be affected by the constraint .
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When a time constraint exists , divide the software into time con-

strained and non—time constrained tasks using the 65 and 80 percent CPU

loading criteria mentioned above. Use the following guidelines after

the software has been partitioned iii th i s  mann er :

- If the time constrained portion represents  less than 10 percent
of the total development , then  no special provisions are neces-
sary . Just expect lowe t ro(;ramme r productivity for that por-
tion of the development .

- If the time constrained portion represents more than  10 percent
of the total deve lopment, then use the a l t e r n a t i v e s  presented
for the response time factor.

4.3.8 Memory (hardware) constraint . When software development is

constrained by the size of the processor proqram memory , costs are ex-

pected to increase over a similar development without a memory constraint.

• Determine size requirements of the program memory .

— If the estimate of requiremer.ts is less than 60 percent of
total memory , assume little or no effect.

- If the estimate is greater than 60 percent and less than 80
percent of total memory , anticipate increased costs of 30
percent.

— If the est imate is g rea te r  than 80 percent , assume major
impact  on costs (increases of as much as 200 percent can
occur ) a

• If memory util ization is greater than 60 percent ,

— consider hardware and firmware tradeoffs as discussed under
the response time factor. The least expensive hardware
alternative , which was not discussed under response time ,
is to add memory to the proposed CPU . If , however , the
proposed CPU is fully configured with memory , then this
will not be a viable alternative ;

— consider re laxat ion  of operational requirements to decrease
memory requirements (user concurrence should be requested
and d o c u m e n t e d) ;

— i f  r equi red , accept a reduct ion  in programme r p r o d u c t i v i t y ,
for the necessary extra e f f o r t  requi red  to make the soft-
ware fit, with concomitant increase in software cost.
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4. ~~.° Time and memory (hardware) e- r stra int. If the software de-

velopment is constrained in bots ~ irre and memory domains of the CPU , use

the ouj u e l i n e s  presented under the time and memory constraints factors

t r e a t e d  i n d :v i du a l l y  ( p a r a p a ~ io; 4 . 3 . 7  and 1. 3 . 8 ) .

4 . . lO  F i r s t  development on c o m p a t t - r .  The f i r s t  t ime sof tware  is

developed for a new computer or the first time the developer uses a

computer , i t  can be expected tha t  costs w i l l  increase.

• If  t h i s  is the first time software is developed for a new com-
puter or the first time the developer has used this computer to
develop a software e rogram , anticipate a -slippage in schedule
and increased costs .

• I t  t h i s  is the f i r s t  t ime the developer has used the computer
to develop a so f twa re  program , consider  having the developer use
a computer w i t h  which  he is  f am i l i a r , but also consider impact
of the factor-—different development/target computers.

If this is the first time a prospective developer would use this
camI uter, suggest consideration of other prospective software
developers who have had experience on this computer with simi-
lar a:-plications , considering all other things equal .

4.3.11 Concurrent development of hardware . If the software is be-

inq develop ed concur ren t ly w i t h  ADP hardware , determine what percent of

the software is affected by this concurrent hardware development.

• If less than 10 percent of software is affected by the hardware
development (90 percent of software can be developed without
effect), the e f f e ct w i l l  he min imal .

• If  greater than 10 percen t , expect increased costs.

Dete rmine  i f  o f f - t h e- sh e l f  hardware  can perform the func t i on  of the

develor-ment hardware .

• If yes , assess resultant software and hardware cost impacts , as
appropria t e .
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• If  no , determine i f  o f f - t h e - s h e l f  ha rdware  can be adapted or
modified for use . (Assess the cost i rn}~ i -t of hardware and soft-
ware modifications , as appropriate.)

4.3.12 Time CPU specified in schedule (hardware constraint). The

later the CPU (or CPUs ) is spec i f i e d  in th~ development schedule , the

larger the impact on software development costs .

• In many large weapon ;vstemi developments , software turns out
to be on the critical path , since ma io r  e f f o r t s  on the sof tware
cannot start until the source selection for hardware has been
completed .

• Guidel ines  to cush ion  the impact of the time at which CPUs are
speci f ied  in the schedule are as fol lows :

— Speci fy  in the performar-ice specifications which CPU is to
be u sed .

- Force the hardware  con t rac tor  to select from s tandard mili-
t a ry  hardware , thereby grea t l y reducing so f tware  development
u n c e r t a i n t y .

— Develop as much sof tware  as possible in standard HOLs , there-
by greatly reducing hardware dependence .

4 . 3 . 1 3  Requirement  for  innova t ion . This f ac to r  includes special

d i sp lay s , concur ren t  development of other  ADP components , a new CPU

e i t he r deve lopment  or target , and new languages .

• A nyt h i n g  t h a t  f a l l s  into the ca tegory  of being new or innovat ive
w i l l  have an adverse impact on s o f t w a r e  development  costs.

• Sec appropriate  d iscuss ions  of control  techniques .

• If existing hardware , techniques , or languages can be subs t i tu ted
for  new innovat ions , then the proposer of the innova t ions  should
show cause why the new innovations are required , and tradeoffs
should he considered .

4.3.14 Language : e nirement s. The j-e rcenta;e of Hi eh Order Lancuage

(HOP) versus Machine oriented Lanquaqe (MOL) canno t  he an edict to sof t—

s-a re development. If it could , one wou ld s i m p l y  specif y t h a t  100 percent
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of the d.veloprri.- nt should b.. in HO!.. 1- -i rt i i i ;  t yp t  of s o f t w a r e , HOL

;. r ; . r I t . - ~. r i - t o l e r a b l y  ~m - t t  i c i . - r . t  ol p - c co b - in  both the  t i m. - and memory

11 tb.. t a r g e t  CPU . W h . - r .  ‘ h i ;  i s  • be case , tF -L i s the only choice .

i~ i t  h t h i s  con s i der a t i o n  ~n m m , h.- f- I lowing tej- should be taken : —

• For each.  - a t  i~~n to is- tr r r e i  , access the efficiency r e—
q u i r e m e : .t - .~~ ’:~ ~~~~~~ a r  t i - u i r r  I -o.k can be performed e f f i c i e n t ly
by an I tCI , c. set the HOL or t C ;nct lot . If not , assign it  . 

-

for an MCI im~ ler ul t : ta t i on .  I -o r  larger more powerful  main frame s ,
the recess’. ty  f O r  M L  ;rn~ I eme nt  it  ions 1. - i  ea s e s . Th i s  is es—

a l l y  t r~ue for  comm~1r i and cor ;t rc l  app lications. Cn the other
hand , fo r  m i n cer ! u t e r  and micro—processor  implementation , the
necess i t y  f o r  MCI is l r ;c r a s e t.  This is especially true for on—
i~~a i t  f l i g h t  programs in av ion i c s .

• nce t h e  func t ions in t h e  development  have been categorized
j u t s  t ir L and MOL r m r - l e m e n t a t i on , a bet ter  es t imate  wi l l  be
available for the  amount of source code required , and thus a
m u c h  better est i :-at e  wi l l  be ava i l ab le  for the cost to develop.

i’cr cerrmar d and control applications expect a high degree of HOL imple—

m. n t at i o r .  For on-board f l i ght programs in avionics applications expect

a low degree  of HOL implementa t ion . For simulation and ATE in avionics

app I~~cat ion s  exj -ect  a hi gher degree of HOL implementat ion , but not as

h igh as for command and control.

4.3.15 ~ u a l i ty  requirements. It is recommended that the attributes

of qual ity , def ined in parag raph 3 .3 .1.1.10, be evaluated as par t of the

development process.

-:errectness wi l l  be assessed in V e r i f i c a t i o n  and Validation (V&V)

t e st  i n ; .  Ensur  ing t ha t  t h e  s o f t w a r e  w i l l  p e r fo rm the f u n c t i o ns  as required

w i l l  i ncrease the t e s t i n g  -~~~t c .  This -oct will be proportional to the num—

:s-r and d e g r e e  to which functions will be tested .

Rel iabi lity assessmen t w ill in v o l ve  ; ; i g n i f ic an t  te sting . The bene f i t

of th is  tes t ing  to ensure r e l i a b i l i t y  o b ie ct i v e s  have been attained is a

decrease in maintenance cost.
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lncr easi n r so f t w a re ope r at  ;;; ; o f t  i c l en c y  is a y r ’. costly j r  i

t r o t ; , ~ i nc e  i t  usuall .’ rei n,’ res r e w r r t  a to i n c r e a s e  & fficir -ri cy, or go—

in- ; to M C I , .  It also has a n e l i t  lye i - f t - c t  on most oth er quality factors ,

thus increasing life—cycle c t s .  C i nc ,~ C! U tir - . and ri -nor’; cOnst i - i : ~~s

usual lv imp ly u S -  ro-cess tv t~ r efficient cod! I; , furt t; -r guidance can

h e  a t t a i n e d  by r e f e r r i ng  to d i s c u ssi o n s  of t i ; - t i n t -  and m.-mo r ’.’ constraints.

s in c e  a t ta i n i n g  e f f i c i e n c y  u s u a l l y  t ; i ~~ an adv i-rc e ii’s art ci; l i f e — c ’,’cle

cos t s , on ly  a tt e r ; }- t  to  o b t a i n  the ahscl;;t - minimum level required. Sys—

teO growth ma’- cause the eff icioro - ’,’ to decrease , ‘~ 
- nlatinq minimum cur t -it—

able leve l -; . A n t i c i j at i - d  ;ir owt i ;  should be accounted for in the initial

desi :n requirements , t h e r e by  decreasinq t h e  l ikel ihood tha t  recoding wi l l

be recuired during maintenance to attain specified efficiency levels.

Increasing integrity (security) w i l l  increase  the amor : t of code re—

cu~ red to meet the same set of operational requirements. This will in-

crease development costs , but decrease operational costs. Inteqrity

essentially characterizes how sensitive the system is to~operator or

system error caused by hardware malfunctions. The project manager has

to ask the ;;uestion , “How much down time due to operator or system error

an be tolerated in an operational environment?” If a relatively larqe

amoun t ca n be tolerated , t h e n  a ;rect aSount  of i n te ur i ty  is not requi red

in the s c f ts-a r e  design . I f  on ly  a r e l a t i v e ly  smal l  amount  can be to ler-

a ted , then a laroe amount of i n t ei r i t e  s h o u l d  be r equ i red  in the sof tware

desicrn . The amount of intecrritv r e c r ui r ed  for certain classes of on—board

flight ;-rr :rams in avionics is very hich . For simulation and ATE her

avionics, much less is required . Command and control usually fa l ls  in

b e tween these two extremes.

t’sabi l it - .- re fers to hew well t h e  s o f t w a r e  sa t i s  f i e s  user requirements.

For sisance r ,. ference should P0 mad e t -  - the ci scuss  ion of user r c cu i  ii’ —

m-nta .

Ci,

_________
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~r ; c z e a s i n ~~~main t a i na bj l i t ’, ’ w i l l  increase development costs , but d e-

- u - i ; ’  m a i n t e n a n c e  cos ts .  ( ;u i d a r .c e  is presen ted  in the discussion of

m u  :.~ ‘ i - t r i o .  c u t : .

In-r easin ’ : G~stahilit’,’ ’ ~’ill increase the amount of cod e required to

m e e t  the S afl~ set of operational requirements. This will increase tn~-

cost of the a n a l y s i s  and design , and coding and checkout phases of de—

v el on me n t , but decrease cost in the testing and integration phase . The

ar-our.t of testability required should be a function of the size of the

develo:;men t. It should increase with size.

Inoreasina flexibility (i.e. , making the softwar-2 more adaptable to

c’han :ir;ci r ecu i re rnen t s )  w i l l  increase  the amount of code required to meet

t h e  same set of operational recuirements. This will increase develop—

cost ,  bu t decrease maintenance costs . The project manager should

a:.al’.’ze f~ exihilit” reQuirements in terms of the expected volatility in

o:-ematiomal recuirements . If the volatility of operational requirements

:s e~;pec ted to be  low ove r the l i f e  of the system , then great flexibility

is not  r e c u ir ed .  If the v o l a t i l i t y  of cperational requirements is ex—

r-ected to be h i c h  over the life of the system , then engineer a large

amoun t of flexibility into the software design .

Portabilit’.’ refers to the ease with which the developed software

can b.c transferred from one hardware configuration and/or software en-

oironnent to another. Reusability refers to the ease with which the

developed sof tware  can be used in other applications. These factors are

h~~q hl y  interrelated , and are essential ly  covered in the discussion of

t r ansp o r t a b i l i t y .  A f ea tu re  of reusa.b i l i tv  not covered under transport-

t a b i l i t y  is the packaging and scope of  the func t ions  developed. This is

e s s e n t i a l ly  the r rodula r i tv ,:- ut  into the design . That is, can a subroutine

easily be lifted out and deposited into another development without a lot

of awkward interfacing problems . Increasing this kind of modularity will

07 
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increase development costs , but may decrease devel,:ment outs on subse-

quent developments . This f ea tu re  is also r e l a t e d  to the fo l l o w i ng  a t tr i -

bute , interoperability .

- -1
Interoperability refers to the ease with which the developed software H

c,an couple with another system. Increasing this attribute will increase H
• development costs , but increase the potential use of the system and also

possibly its life . Increasing portability and reusability will increase

interoperability ; therefore , the discussion on transportability applies.

A h igh  use of HOL will increase interoperability . Other features that

will increase interoperability are :

- use of standard widely used communications protocols ,

- use of standard character representation such as ASCII , and

— use of standard 32-bit and 64—bit formats for floating point
representation .

4.3.16 Reliability requirements . Higher reliability means higher

development costs , but at the same time can result in lower maintenance

costs . There are currently no s tandard  accepted d e f i n i t i o n s  of sof tware

reliability . However , meeting reliability requirements , by whatever

definition used , affects the cost of the testing and integration phase

of development .  The h igher  the r e l i a b i l i t y, the higher the cost for

t e s t i ng  and in tegration .

Break ui the software into reliability categories (classes). Expect

higher cost per unit line of code for h igh  reliability categories than

for  low r e l i ab i li ty  categor ies .  Assess ti -s re l i a b i l i t y  required in terms

of the f a i lure ra te  tha t  can be to le ra ted  ope ra t i ona l ly  for each category.

For avionics , reliability requi’-’ements should be as follows from

high to low : on-board flight proqrams , simulation , and ATE . Also , l i fe

critical software for on-board fli-iuht proqrams should hi- more reliable

iii
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tca;, f l e  n-life critical proqrams . Reliability requirements for command

a:; I o n t r - - l  should  u sua l ly f a l l  between on-board flight programs and

. r m u l a t i o n  in a v i o n i c s .

b e - . t -r a l  s o f t w a r e  reliability models exist which m a y he used for test-

inc the reliability of software development rojects. Their applicability

and accuracy are discussed by Suker t  [119].

4.3.17 Testing requirements (including verification and validation).

The imposition of specific testing requirements , such as independent veri-

fication and validation (v&V) , can increase development costs, however ,

testing should iriprove ths quality of the software and subsequently reduce

maintenance costs.

Independent V&V should increase the quality of del ivered sof tware ,

hut ‘expect it to increase total development costs by 20 percent. Inde-

pendent V&V should probably not be a requirement for small projects , but

should be given serious consideration for large projects.

Testing requirements are esually specified in terms of some percent-

age of logic paths explored. The nuniber of possible logic paths will

increase geometrically with the size of developed code. Therefore , ex-

F e et  to explore a greater percentage of logic paths in a small develop—

mont than a large development. Expect testing costs to be directly pro-

portional to the percent of possible logic paths explored . Although the

i -ret -nt paths explored is currently low, it is expected to increase signif-

icantly because of new test tools under development . Do not select the

paths at random . Select on the basis of their expected frequency of use

in an operational environment . Test those which are expected to occur

most frequently.

Since the correction of errors discovered in testing reintroduces

the probability of error (i.e., there is a 40 percent chance that cor—

rectirug an error will reintroduce a new error) , regression testing

99



requirements are sometimes imposed . This involves testing some percent-

age of the logic paths which are dependent on the path where the initial

error was discovered. Follow the same guidance as above for primary

paths .

For on-board flioht programs in avionics applications , expect to test

a high percentage of possible logic paths , especially fo r software wh ich

is classified life critical. For simulation expect the percentage to be

lower, and for ATE expect the percentage to be yet even lower. Testing

requirements for command and control usually fall between on-board flight

programs for avionics and simulations for avionics.

4.3.18 Transportability requirements. Increasing transportability ,

if the language mix remains constant , will increase development costs .

General ly,  this cost can only be recouped if there is a change of CPUs

over the life cycle or if the code can be transported to other developments .

There are secondary cost benefits in training and documentation by using

standard versions of standard languages , which inherently makes the code

more transportable . Use the following as guidance in assessing trans-

portability requirements :

• Code written in a High Order Language (HOL) is more transport-
able than code written in a Machine Oriented Language (MOL).

• Code written in a standard version of an HOL is more transport—
able than code written in a non-standard version .

• Code written in a widely used HOL is more transportable than
code written in a less widely used HOL.

• The code required to solve a given problem in a standard version
of an HOL will generally be greater than that required in a non-
standard version , because the non-standard version is almost
always a superset of the standard version , offering the pro-
grammer more options in solving the problem.

• Since transportability is almost solely a function of language
requirements , see paragraph 4.3.14 on language requirements for
additional direction .

• Avionics software is much less transportable than command and
control software , since so much o f it has to be imp lemented in
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MOL. Most command and control software can be implemented in a
standard version of an HOL such as JOVIAL .

4.3 .1-) Maintenance requirements. Imposition of maintenance require-

ments will increase development costs, buy decrease maintenance costs .

• M a i n t a i n a bi l i t y  is la rge ly  a f u n c t i o n  of the following factors :

- language requirements ,
— r e l i a b i l i t y,
- testing requirements ,
— transportability, and

-
‘ 

- complexity.

The most important of these is language . HOL is much more ma in -  -

tam able than MOL . Therefore , try to get as much of the devel-
opment as possible implemented in HOL .

• Another factor affecting maintainability is docuine!ltation. Ade-
quate manuals and run sheets for the programs directly affect
maintainability . Consider that approximately 30 pages of docu-
mentation per 1000 lines of source code will provide average
maintainability .

4.3.20 Development schedule. Two curves were developed which demon-

strate the relationships indicating expected software development time as

a function of object instructions , and p~ojecting expected resource

expenditure as a function of planned schedule completion in the

analysis of factors affecting software cost estimation. These curves,

Figures 5 and 6, were derived from historical data and aid in the manage-

ment of software development. The curve in Figure 5 assists management

in the selection of an adequate time period for software development ,

and the curve in Figure ~ aids management in the cost and schedule con-

trol function.

4.3.21 Communica t ions .  In some developments the developer , pur-

chaser, maintainer , and end user are all separate and distinct parties.

rn others , two or more of the functions may be combined and performed by

a single organization. For example , the purchaser and end user may be

the same party. For software developed by the Air Force Systems Command ,
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each function is usually performed by a separate party . The develope r

is usually a contractor , the purchaser is a SPO residing in the Systems

Command , the maintainer is the Logis t ics  Command , and the end user is

an operational command such as the Strategic Air Command (SAC).

The developer has to satisfy the requirements of the purchaser ,

maintainer , and end user. It is usually the responsibility of the purchaser

that the requirements of the maintainer and end user get communicated to

the developer.

Direct contact between the maintainer or end user and the developer

should be discouraged. The Air Force has set up guidelines and procedures

to ensure that the end user ’s and maintainer ’s requirements are communi-

cated through the purchaser to the developer. These guidelines and pro-

cedures should remain h igh on the SPO awareness scale because of their

importance in effecting software development.

4.3.22 Developer using another activity ’s computer. In the event

the development computer is operated by another activity , it can be ex-

pected that development costs will be higher than if the developer uti-

lized his own computer .

• If the software developer is using a computer at another facility
(e.g., at a government racility) for the software development ,
anticipate lower programmer productivity (higher costs).

• If software development is being performed by a computer at the
developer ’s facility , anticipate no impact on costs or schedule.

4 . 3 . 2 3  Programmer access to computer .  Submi t t i ng  programs to be

tested and run by a separate operations staff is more productive than

allowing programmers direct access to the computer.

• This factor only applies to batch environment;; on large main
frames. It does not apply to time—sharing or where the devel—
optnent CPU is either a mini- or microcomputer.

I U 
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• If the development CPU is a large main frame operating in a batch
environment , then

— a developer who has a separate operations staff and limits
programmer hands on CPU a v a i l a b i l i t y  should be put in a more
favorable light than one who does not ;

- in a purchaser On—site cost m o n i t o r i ng  situation the amoun t
of programmer hands on CPU checking and testing should be
accounted for as much as possible;

- attempt to keep the programmers confined to programming and
preparing test runs , and let the operations staff make the
runs on the computer;

— if a large percentage of machine checkout and testing is done
by programmers instead of the operations s t a f f , then expect
lower p roduc t iv i ty  per unit l ine  of code and concomitant
higher cost.

— 

• There is a fine balance between bench checking and machine test-
ing programs in terms of achieving optim um productivity . Two
runs per day in a batch environment seem to be about optimum for
machine testing.

• This factor is of small importance in avionics since one is
usually in a minicomputer or microcomputer environment.

• In command and control applications, where batch environments are
common , programmer hands-on availability can become a significant
problem.

4.3.24 Operational site development. Consideration should he given

to the location at which the software development effort is to be accom-

Plished .

• If software is to be developed at the developer ’s facility
ra ther  than at an operational  s i t u , a n t i c i p a t e  lower costs.

• If the software is to be develop ,d at an operational site
(government facility) , re-evaluate the requirements for this
because of the associated increase in cost (e.q., security
requirements , SPO requir~ nent for an on—site interface , joint
development , etc.).

4.3.25 Development and target computer different. In the event the

target computer is different than the computer on which the software is
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developed , it can be expected that costs will increase. If target com-

puter is same as that on which development is to be performed , no effect

is anticipated.

• If computers are d i f f e r en t, then the following steps should be
taken:

- If adequate support software is not available for the target
computer , but is available with the developer ’s computer ,
utilize the developer ’s computer.

- If adequate support software is available for the target com-
puter , have the developer show cause why the software is not
being developed on the target computer.

- Be prepared to accept increased costs and schedule slippages
(including the development of support software for the target
computer). -

• If coded on a large computer , expect slightly more efficient
coding (on smaller computers , expect less efficient coding). This
is a potential reason for having the development and target com-
puter different.

Regarding the target computer domain , as one moves toward larger ,

more powerful main frames , the likelihood of adequate support software

increases, thus increasing the likelihood that the target and development

computer will be the same. This is especially true for command and

control applications . As one moves toward minicomputers and micro-

processors, the likelihood of adequate support software decreases , thus

increasing the possibility that the target and development computer will

be different. This is the case for avionics applications.

4.3.26 Number of development locations. When software is being de-

veloped at more than one location , it can be expected that development

costs will increase and the following should be considered :

• Have the developer justify multi—site development . Peculiar end
user requirements where each installation has site dependent
software and the  developer has te  be on—site may be an a ccep t -
i~ le justification. caUses tss lc i t t  w i t h  the  i n ter n a l con e! ,it e
structure of the it-v I l e r  will be hi t U ~~ t o  l u st i f y .
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• A developer  who proposes a s in q l e  sit e  development should be put
i.n a slightly more favorable position than a developer with the
proposed software team spread over many l oca tions .

• Examine  the feasibility of having the developer bring his entire
proposed software team together at one site .

• For large systems the likelihood of multi-site development in-
creases. In many cases , avoiding it will be impossible.

• If multi-site development occurs , expect increased costs and a
minor slippage in schedule .

4.3.27 Programming environment. The programming environment created

by modern programming techniques, such as the imposition of certain struc-

tured programming disciplines , can decrease cost ove r more traditional

methods . Other elements not associated with structured programming con-

tribute to programming environment. Their impact is expected to be large ,

but the magnitude is not known . Certain structured programming techni-

ques that fall within the realm of helping to create programming environ-

ment , such as Chief Programmer Teams and Programming Support Libraries ,

can have a beneficial effect on software costs. These techniques have

their maximum impact on medium sized projects , approximately 100,000

source lines. Their impact lessens for very small or very large projects.

The Chief Programmer Team concept can be implemented without incur~-

ring any additional development costs , and probably should be done for

all medium sized projects . If Programming Support Libraries are avail-

able on the proposed development computer , then they probably should be

used , at least for medium sized projects .

I f  they are not available , then one should assess the feasibility of

developing them out of project funds . For small projects , it is probably

r L t  worth i t .  For medium and large projects , one should trade the cost

of developing them off against the percent savings in development expected

(maximum of 40 percent).
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To realize the full benefits of these techniques, compilers and pre-

compilers that accommodate structured code must be available. If they

are not available, then the tradeoff between benefi ts and paying for their

development should be examined .

Other elements that contribute to programming environment are test

too’s such as support software for debugg ing , loaders , and other kinds

of utilities. Software productivity will be directly related to the

availability of these tools. If they are not available to an adequate

degree , then the program manager should examine the tradeoff of paying

for their development versus the lower productivity expected without

their ava i lab i l i ty .

4.3.28 Support software . The availability and quality of support

software can have a considerable impact on development costs.

• lf either the development computer or the target computer or
both are new , expec t to pay a considerable amount for support
software compared to a development where these conditions do
not exist. If possible , try to avoid using a new computer
as either the development or target machine . If a new com-
puter is chosen , the advantages it provides should clearly
outweigh the additional cost that will be required to develop
adequate support software.

• If the target computer is a large main frame expect the
quality and availability of support software to be good.

• If the target computer is a minicomputer or microprocessor
expect the quali ty and availability of support software to
be poorer.

4.3.29 Programming facilities. The availability and quality of

programming facilities , such as office space and layout, and computer 4
accessibility and support personnel , have a considerable impact on

development costs.
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• Let the develont--r control the rogramminu facilities to as high
a degree as possible . This includes :

- development at th developer ’s sitc- instead of a purchaser
selected site , and

- development on a develorer - :c-rt iol led iedicated computer
ins tead of a tori  ;ter run I - .- - o- ~the r ornanization .

• There may be exter ;iatinq circumstances where this is ir ractical .
For example , the c o t  ~f su p j  I i r o  t i e  develo; e-r with the devel—
o~mcnt CPU may 1 e l ar  ; t-  corr r are to m a k i n g  t ime avai lable  to the
developer on a non-developer controlled computer.

4.~~.30 tiultiple software utilization sites. Developing software for

multi-s ite utilization is Ic s productive than develop inq software for a

single s i t e  u t i l i z a t i o n.

• If  the  m u l t i — s i t e  so f tware  to be developed has no s i te  dependent
f eat u r e s , then  expect no impact f rom th i s  f a c t o r .

• If the  multi—site software to be developed has site dependent
fea ture s, then expect the cost to increase by the number and size
of such features to be implemented.

• If the multi—site software to be developed has inter-machine com-
munications , expect the cost per unit line of code to be higher
than i f  no in t e r -mach ine  communicat ion is required .

4.3.31 End user requirements. The degree to which the user require-

ments are defined accurately in the performance and design specifications

is a determinant of the software acceptability .

• The p r oj e c t  o f f i c e r  or SF0 should be completely aware that  the
developmen t wi l l  be- deemed unacceptable if it does not meet user
requirements. Therefore , the end user should be involved as much
as possible ir, the development.

• The Air Force as guidelines and rocedures to ensure t5~ t end
user requirements are available to the developer, via the
I’P’~ [AFR 800.14 (AF SC i~t ’ P ) ) .

4 . 3 . 3 2  Design complexity . The complexity of a sof tware  l-r o~ ect wi ll

g r e a t l y  a f f e c t  the programmer p roduc t iv i ty .  General rules of thumb to

keep in mind in this venue are:
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• Operat ing systems are more complex than compilers , and compilers
are more complex than applications software . Support software
in genera l  is more complex than app lications software .

• Real-time applications are more complex than non-real-time appli-
cations.

• Interrupt driven multi-tasking software is more complex than non-
interrupt driven single tasking software .

• Scien t i f i c  appl ica t ions  are usual ly more complex than business
appl ica t ions .

• On-board f l ight programs for  avionics are often more complex than
command and control programs .

• Simulation and ATE for avionics are about equal in complexity to
command and control.

Complexity can be looked upon as an overview of a number of items

covered by other factors . Once the design has been approved , after CDR ,

the project director should consider breaking up the software by levels

of complexity , and costing each portion separately.

4.3.33 Design s tabi l i ty. Ins tabi l i ty  of design can resul t  in in-

creased developmental cost.

• Since 60 percent of the  errors discovered in test ing may be caused
by f a u l ty desigr , i t -  ch-sld be expected that there will be some
instability in t h t -  design . There is no ironclad way of ensuring
an initial stable design .

• The use of formal reJuirements analysis and design languages , if
available, as discussed under the factor , Definition of Opera-
t ional  R e iu i r em e n t s , may tend to increase design s t ab i l i ty.

• The use of modern programming  techniques may also increase desi gn
stability.

• For large projects , design changes are probably inevitable ; there-
fore , allow some flexibility in both schedule and cost to account
for this eventuality.

-1 . 3 . 3 4  i~o i er n  p rogramming  tLchn~ u t s .  The maximum b e n e f i t  from

modern rogramming techniques will be realized from mid—sized projects ,

approximately 100,000 lines of source code . Its effect is lessened for
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s m a ll e r  and l ar - t e r  s i zed  r cj e c t s .  The I t - n e f i t  ieni v-d f r o m  the use of

~~Jt-rn - r o n r a m m i n g  is a f uri -t :or of t he  numbe r of a s soc ia ted  d i s c i p l i n e s

e .  q .  , Chief  Proqramr . r Teams , Pro gr amming  SuM ot t  L i b r a r i es , and

h i er ar c h i ca l  In~ u t — O u t p u t  ( 1 IIPO)

he i m p o s i t ion  of some of th e~~~ d i sc ip l i n e s  may invo l ve a d d i t i o n a l

investment costs. For example , t h e  development computer proposed may

not provide Programming Support Libraries. In this case , an investment

would have to be made in software development to provide Programming

Support Libraries for the development computer.

See paragraph 4 . 3 .2 7  on Programming Environment  for  an examina t ion  of

these t r a d e o f f s .

4 . 3 . 3 5  S iz ing  es t imate  e r ro r .  The use of the cost per instruction

method for the cost estimating will cause sizing error to have a direct

impact on the e r ror  in the cost est imate .

• The sizing error will qet smaller as the project moves toward
comple t ion .

• Since the e r ror  associated wi th  produc t i v i t y  ( i n s t r u c t i o n s  per
m a n — m o n t h)  changes as a func t i on  of the ins t ruc t ion  count parame-
ter , the sizing selected is dependent upon the development phase
in which the cost estimate is being made. Use the following
guidelines for selection :

— Conceptual  Phase - I n i t i a l  Budgetary  Es t imate ,

Total size in object  words (up to 200 percent error)

- Val ida t ion  p r io r  to release of RFP ,

~~j z t - in  ok~~~~ct vor-i s m i nu s  - la te  area s (up to 100 percent
error)

- A f t e r  receipt of proposals through PDR,

Size in new object  words minus data areas after adjust—
mont for reusable code (u~ to 75 percent error)

- From PDR through remainder of development ,

Size in new source statements (up to 50 percent error
imp roving to comp letion )
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4.3.36 Definition of instruction . In order to obtain a reliable

estimate from the cost per ins t ruct ion  method , the definition on which

the instruction count is based must be con0istent with that used in

developing the Cost Estimation Ftelationship (CER). Guidelines to ensure

- 
- 

cons is tency between instruct ion count and the CER for cost estimation

are as follows :

• If the CER was developed on the basis of object code , then

— instruction count should be in object code ,

- handle data areas and constants consistent with the CER ,

- handle reusable code consistent with the CER ,

- handle deliverable versus non-deliverable code consistent
w i t h  the CER , and

— handle  support versus operational  sof tware  consistent  wi th
the C~~R.

• If the CER was developed on the basis of source code , then

- i n s t ruc t ion  count should be in source statements ;

- handle comment , copy , and declarative stater.ients consistent
with  the CER ;

- handle reusable code consistent with the CER ;

- handle deliverab le .versus non-del iverable code consistent
wi th  the CER; and

- handle  support verscs operational software consistent with
the CER.

4. 3 .37 Personnel mix by type . The expected mix of support person-

nel (management , clerical , etc.) to programmers and analysis is 20 per-

cent support  personnel  to 80 percent  p rog rammers / ana lys t s .  Dev ia t ions

from this m ix depend on software project peculiarities. If the developer

has a mix sharply di fferent from the expected , have the developer show

justification for the mix , or consider tha t  for each 10 percent increase

in support personnel relative to programmers/analys ts , productivity will

decrease by 25 er c en t ~

l1~ 
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4.3.38 Work Breakdown Structure (WBS) . The structure of the Work

Breakdown Structure (WES) is critical in measuring the actual development

cost of software for an embedded computer system . The WEE for a system

with embedded computers will contain much more than elemento r-ulated to

sof tware .  Systems wi th  embedded computers are the general rule for command

and control and avionics applications . Therefore , it is essential that

the WBS be constructed properly to get the actual software cost. Guide—

lines to ensure that software gets reflected properly in the WBS are as

follows:

• A single element in the WBS for software will very seldom account
for the total software development cost. Usually a single
element in the WBS for software will account for coding and check-
costs, nominally 20 percent of total software effort.

• It is imperative that analysis and design , and testing and inte-
gration get reflected in the WBS. Since the WBS for most systems
with embedded computers will be oriented around prime mission
equ ipment elements, the portions of each prime mission equipment
element targeted for software implementation must have separate
software elements for analysis and design , and testing and
integration.

• Make sure that management and support costs for software devel-
opment are adequately reflected in the WBS. In order to do this,
it is usually necessary to include software elements in the
System Engineering/Project Management portion of the WBS. These
elements should be partitioned by the software life—cycle phases.

• Factoring hardware from software in a satisfactory manner in the
WES is very di f f icult for many developments. Many engineers,
especially in avionics applications , are dually qualif ied in
both hardware and software. Partitioning their time accurately
among the various WES elements is very difficult. This is espe-
cially difficult in the testing and integration phase , since the
cause of many problems encountered cannot be attributed to hard-
ware or software until they have been resolved . The only solution
appears to be constant watchdogg ing to ensure that labor gets
partitioned accurately among hardware and software elements in
the WBS.

4.3.39 Cost/Schedule Control Systems Criteria (C/SCSC). The C/SCSC ,

or its non-formal equivalent , is the principal mechanism for determining

‘ill



if the project is deviating from planned cost and schedule . The report-

ing vehicle for C/SCSC is the Cost Performance Report (CPR). C/SCSC will

only be as effective as the Work Breakdown Structure (WBS) for the devel-

opment. If only one software element is in the WES , then C/SCSC is not

going to be a very effective mechanism for controlling software costs.

See paragraph 4.3.38.

Constant surveillance of cost and schedule variance should be main-

tained . There are a number of techniques for analyzing cost and schedule

variance to affect project control which should be implemented .

A simplified rule of thumb , which can be used as another control

mechanism, is the 40—20—40 rule: 40 percent of development effort in

analysis and design , 20 percent in coding and checkout, and 40 percent in

testing and integration. The first of these development phases has a

milestone usually associated with it, the Critical Design Review (CDR) .

If the CDR , which reflects the end of design, has not been completed by the

time 40 percent of the funds have been expended , there could be a potential

cost overrun.

4.3.40 Amount and method of cost data collection. This factor has

no impact when the exis~ ing cost data collection system in place at the

developer ’s facility is considered adequate. The amount of data to be

collected is a direct function of the Work Breakdown Structure (WB S) and

the Cost/Schedule Control Systems Criteria (C/SCSC ) set up for the devel-

opment. When data is required that is not part of a developer ’s ordinary

cost data collection practices , then the following should be considered:

• It should be determined if the development costs to implement
new cost data collection practices can be recouped during the
current development . If not , benefits to subsequent software
developments should be considered .
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• New cost collection practices could be implemented by manual or
automatic means. Manual implementation will cost less to develop
than automatic , but will carry a higher operational cost. The
tradeoff should be examined carefully ,  especially relative to
benefits to subsequent developments. Some cost collection prac-
tices will not be easily amenable to implementation by automatic
means.

4.3.41 Secondary resources. Secondary resources , primarily computer

time and documentation production , on the average , will amount to 15 per-

cent of the total software development costs.

-
- 

• On the average , about 4 to 5 hours of computer time per man—month
should occur in a batch single partition environment. While costs
will be equivalent , time will not be the same in terminal oriented
or multi-programming environments.

• On the average, about 5 pages of documentation should be estimated
per man—month.

• If secondary resources are to be accounted for accurately, then
the W’BS has to be structured properly to account for them . Any
algorithm used to estimate secondary resources should be con-
sistent with the WBS. For example, if the algorithm estimates
only computer time and documentation production costs, then the
WBS should have specific elements for these items. Often, second-
ary resources will be buried in overhead or other non—software
elements in the WBS. In these cases it will be virtually im-
possible to measure the actual cost of secondary resources.
Therefore , any algorithm used to estimate these costs will prove
of little use.

4.3.42 Software applications.

4.3.42.1 Business. Most business applications for the Air Force are

implemented under the control of the Air Force Data Systems Design Center

(AFDSDC). The primary language used is COBOL. A formalized procedure for

development exists, and is documented in Design Center manuals. It covers

all life-cycle phases from analysis through operation . A management informa-

tion system for resource planning and utili2 tion exists called PARMIS

(Planning and Resource Management Information System).

113

___________



Most business applications can be implemented in either COBOL or RPG .

It is d i f f icult to jus t i fy  implementation in an MOL, since time or memory
efficiency requirements , the major reason for MOL implementation , are

seldom severe. Since these applications generally have a high degree of

I/O relative to computation, sizing or costing algorithms based on the

number of I/O items can be quite effective . A number of business appli-

cation programs are written on the basis of transaction oriented process-

ing to update files. In these cases the number of transactions can serve

as an estimator of size and cost.

4.3.42.2 Scientific. Most scientific applications, except in a real-

time environment , can be implemented in an HOL. The widely used languages

oriented around batch development are FORTRAN , ALGOL , PL/I, and JOVIAL .

PL/I has the additional advantage of having features which are applicable

to business applications. The widely used languages oriented around inter-

active development are BASIC and APL. It is difficult to justify the use of

an MOL for scientific applications in anything other than a real-time environ-

ment . For real-time scientific appli~cations, refer to the discussion on re-

sponse time , and CPU time and memory constraints (pars. 4.3.6 through 4.3.9).

Probably the largest scientific developments in a non real-time en-

vironment are Monte Carlo simulations . If the simulation is event driven ,

then the number of events can be used to estimate size.

4.3.42.3 Command and Control. The applications are often large, about

500,000 object words on the average. This large size causes low produc-

tivity per unit line of code. Most of this software is targeted for large

main frames; therefore , the potential for excellent support software exists,

especially for main frames that have been in the field for a long time.

Most applications can be implemented with a F- 1qh de;ree of 1101, usage. The

standard Air Force language is JOVIAL. I)evelo lers who propose a small de-

gree of HOL usage should show cause why .
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4.3.42.4 Utility . Developing support software that operates in an on-

line or utili ty mode is more productive in terms of cos t per unit line of
code than development software in general.

4.3.42.5 Avionics. Avionics software is divided into three categories:

On-board flight programs , Simulation , and ATE. On-board flight programs
will be least productive because of time and memory constraints , and ex-
tensive testing . Simulation will be second least productive, and ATE most
productive .

Althouqh there is currently a low degree of HOL implementation for on-

board flight programs as compared to simulation and ATE, the trend is toward

ireater utilization of HOL. A convenient size estimator exists for ATE ; ex-

~ oct about 1500 lines of source code for each Line Replaceable Unit (LRU).
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5. METHODOLOG Y FOR ESTIMATING SOFTWARE DEVELOPMENT COSTS

The objective of Task 3 of the effort was t integrate the results

of Tasks 1 and 2 into a methodology for improved estimation of software

development costs. The methodology incorporates the following into a

formalized procedure for deriving more accurate cost estimates: algorithms

for estimating software development costs, the effects of various factors

on these costs , and controls for the adverse effects. The costs have been

categorized as reflecting the primary and secondary resources of develop-

ment. The primary resources include the time and manpower required to de-

velop the software; the secondary resources include such elements as com-

puter time , documentation , and personnel travel.

The basic approach used to estimate the costs involved the develop-

ment of baseline algorithms to estimate the labor required for software

development, and the structuring of modifiers which adjust the baseline

estimates to reflect the impacts of program parameters , the generation of

an estimator for secondary resources , and the derivation of an est imator

for development time required. Program size was found to be the best

determinant of development costs, and since the estimating relationships

include program size (lines of source code and/or words of obj.ect code)

as an independent variable , guides to assist in estimating the size of

software have also been incorporated into the cost estimating methodology .

The quality of estimating relationships developed in the statistical

analysis of historical data is dependent upon the quantity , accuracy ,

scope , r e f i nemen t, variability, and ranges of values reflected in the

data base . The data analyzed for this study is considered the best soft-

ware development data base structured to date ; yet , the inadequ- ;ies

evident in this data base have affected the study results apprec ably.

The specific etfects ar~ n- t e l  in t he ~ut a-~ uunt discussions of each

estimator .
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5.1 Development of the estimating algorithms

5.1.1 Time required for development . The SDC data included informa

tion relative to the months elapsed between program delivery and initia-

tion of design. From this data , linear regression techniques were used

to der ive a relationship for the time to develop software as a function

of program size, in object code . Obj ect code was used as the size

parameter because program size will probably be known in terms of object

code in the initial stages of software development, when program schedules

are being planned .

In the in itial regressions , the duration of development was found to

be proportional to the cube root of the object code. However , the shape

of the curve was found not to fit the data for small programs satisfac-

torily. Consequently, to develop a relationship offering better fit to

the data , regressions were made with the cube root of the object instruc-

tions in various forms. The relationship offering the best fit was of

the following form:

D = 
I 

0 67 
(Equa tion 3

a + b I

where

D is the duration of development, in months

I is the size of the program , in words of object code

a is a constant ( 99.25)

b is a constant ( 2.33)

The coefficient of determination CR 2) of this relationship is 0.52.

Figure 5 (pg . ~4) is a plot of this relationship. Since it reflects

historical data , projections made from the curve implicity assume that

the environment reflected in the data will be reflected in future pro-

qrams.
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The duration of software development programs is often dictated by

exogenous considerations , such as the time schedule for ADP equipment

development, the time at which interfacing weapon systems are to become

operational , etc . Consequently, it is unlikely that adequate time is

being allowed for large software development programs. Therefore , the

data was examined to determine if it would be possible to develop a rela-

tionship for optimal (least cost) duration of the development programs .

Based on the examination , DAI has tentatively concluded that current

data can support the development of such an estimator .

Further examinations of the data indicated that the form of the

optimum duration estimator is a function of the number of source lines

of instructions and manpower loading. It also appears that manpower

and time are not freely interchangeable , and that the software appli-

cation (command and control , scien tif ic , business , or utility) may in-

f luence the optimum duration and associated manpower loading. Exami-

nation of derivatives of a duration curve , eX ; r e ~~sed in t e rms  of pro-

gram size and manloading , revealed there is a possibility that for

large programs the optimal curve may indicate a requirement for more

development time than that reflected by the derived relationship, as

shown in Figure 8.

5.1.2 Cost estimating algorithms. Most analyses of software costs

have resulted in the statistical derivation of estimators of software

development costs as a function of software size , i.e., the number of

source lines and/or object words. Usually, these relationships are of

the following form :
b

C = a I

where

C is the cost of development ,

I is the s ize  of the program in number of source instructions or - words
of object code , and a and b are constants.
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(In almost all cases , the exponent , b, has been found to be greater than

1.0, indicating dis—economies of scale. However , General Research Corpora-

tion [59] has hypothesized that b could be less than 1, and that the value may
approach 0.5.)

Unfortunately, the cost estimates generated with these relationships

have been subject to significant error. Much of this has been due to erron-

eous estimation of program size. Yet , with accurate est imates of program
size, the cost estimators in general have stili resulted in cost projections
with significant error. This is usually due to inherent errors in the

statistically derived cost estimating relationships, where the independent
var iables def ine less than 30 percent of the cost var iability in the data

and the associated standard errors are very large.

The algorithms developed in this study were derived using an approach

not yet reflected in the li terature. And, the statistical criteria appear
signif icantly improved over relationships generated with the more common

statistical approaches.

For this study , development costs were considered to be the sum of the

primary (labor) and secondary (other than labor) cost0. The labor costs

are a product of average labor rates (dollars per man-month) and the

amount of labor required (man—months) . Secondary costs, representing
a comparatively small par t of the total costs, include computer time ,

documentation , and other costs; these elements , normally proportioned to

manpower requirements, are considered a percent of labor costs. There-

fore, the basic structure of the cost estimator is as follows :

C = ((MN ) X ( rH  + k ( (MM ) X ( r ) 1  = ( 1 + k) [(MM) X Cr) ) (Equation 4 )

where

C is the cost of software development , in dollars ,

MM is the manpower required for the development, in man-months ,
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r is the average labor rate of the development manpower , in dollars
per man-month , and

k is a factor expressing the fraction of total labor costs con-
sidered to approximate secondary costs.

- — The costs were defined in terms of man-months of development labor be-

cause it eliminated the conversion to constant dollars , and users of the

model can apply the most appropriate labor rate for their specific problem.

r o r  this purpose , the labor rate includes direct labor costs , and associ-

ated o ’erhead costs , ger.erdi and administration (G&A) costs , and fees.

As noted previously , the size of the program , the pages of documenta-

tion , and the number of work packages reflected in the software develop-

ment are the variables most highly correlated in the development manpower .

None of these variables are known accurately early in the development

process. However , since the size va riable is usually estimated more

easily (and perhaps more accurately) , it usually appears as an independent

variable in relationships for development manpower (or cost).

The estimating relationships for development manpower were derived

for the total population and various subsets of the populations. For

exant le , estimators were generated for software applications and by size

within the applications. This resulted in the generation of models con-

sidered more responsive to the user needs , and more accurate for dr-velop—

ments within the specific applications.

As noted in Section 3, extraneous data sets were deleted from the data

~-o~~Jlation . Forty sets of data were deleted from the 169 sets in the total

population . For the most part , these represented programs in which the

delivered code was 40 percent or less of the total written. In a few cases ,

the data sets included programs reflecting produotivity too high to be

considered accurate (2000 source lines per man-month or greater). These

latter programs may have included recovered code taken from other programs,

or the data may have been recorded improperly. Since the data reflects

software developed prior to 1966, it is not considered to reflect modern

1:1
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programmina practices such as structured p r ou r am mi nc , c h i e f  proqranmc r

teams , etc. All the p r oqr ar ~ ; d~- l c t e d  for thi reason were h~
- r~er-s

grams thus , it is l i k e l y  t h a t  the  h i ’r h  ~-roduc- t ivity resulted from the

incorporation of previous ly w r i t t e n  code . Table 9 o u t l i n e s  the struc-

ture of the data sample in terms of the  size and type program.  Most of

the programs have fewer than 10 ,000 instructions. The largest proqram

contained 55,000 lines of s~ urce code and 55 ,000 words of obj ect  code .

( A data set encompassing 2 2 5 , 000 objec t  words and 115 , 000 source li:.esi

was among those deleted.)

TABLE 9. STRUCTURE OF THE DATA SAMPLE

Total
Total After Source Code Object Code

Type in Data
Program Popul.~t ion Deleted I~~l0K I < 1 O K I  I~ .l0K I 1<10K

S c i e n t i f i c  27 21 6 15 10 11

Command & Controi 35 24 7 17 7 17

Business 79 58 4 54 10 48

U t i l i t y  28 26 16 10 19

Total  169 129 33 96 46 83

Baseline es t imat ing r ela t i on s h i p s  for  manpower as a f u n c t ion  of program

size were derived with the customarily used l inear  regress ion t echn iques .

However , the f i t  of these equations to the da ta  for  larger programs was

not considered s a t i s f a c t o r y .  Ther. , non l inear  re gression techniques were

ap p l i ed  to the  da ta  to de te rmine  if the  f i t  could be improved . The

al .~or~~thr~ used was M ar ~~u a r dt ’ s :m-thod of c ra d i e r t  expansion for  l e a s t—

f i~ t o  an a r h~ trary  f~~:ct ion . 
1 

I n a l l  cases , the f i t  of the base-

l i n e  r & 1 a t ~~c r c h ~~ - wa~: j r -p roved  siani f i c ar .t i y .  M u l t i var i a t e  l i n e a r  re —

~;rcssion was-  p - r f c r r ~ed on the  va r i ab l e s  in the da ta  assessed in correla-

t i o n  a n a l y s i s  to have t h e  grea tes t  im; ac t  on the  xranpower requi rements.

The variable included for program size was the baseline relationship of

1. flarquardt, Donald W.: An Algorithm for Least-Squares Estimation of
N o n - l i n e a r  Parameters , Journal  of the Society of Industrial and Applied
Mathematics , Vol. II, No. 2, pg. 31—44l , June 1963.
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the source (or object) code . This permitted an assessment of the impact

of the factors on the baseline relationship. (When program size was

used in lieu of the baseline relationship, the effects due to the vari-

ables did not change appreciably; the significant change was in the

coefficient ~-f the equation.) For the relationships derived , MN is the

total manpower required for development , in man-months , and I is the size

of the program , in words of object code or source lines of instruction ,

as appropriate . Since the programs were somewhat limited in size , the

estimating relationships are subject to the significant error that can

occur in extrapolation beyond data in the sample.

In general , the non—linear regression generated preferred baseline

r e l a t ionships ; the f i t s  to the larger  program data were much be t ter  than

that obtained in linear reqression . Comparisons of actual manpower ex-

pended wi~~ estimates generated by the multivariate relationships indi-

cated that the estimators are accurate fo~ small programs, but tend to

over—estimate requirements far larce programs . This conservatism may be

d&-si rable for budgeting purposes , but not for estimating resources re—

;uired . There fore , the baseline estimators should proP a t l y be used for

the larcer prc-arams where more accurate estimates cf -~~ resources are

needed .

5.1.2.1 Total population . Figures 1 and 2 (i - i . 1~~, 2e) refl.-ct the

hiqh — 1is~-ersion of  the  - i a t i in  the total ae~ t i on , m d  he da ta  r~e t S

deb t - s i  f o r  r - ~~ m e ons  d i scussed  ~-r t - v i ou s lv .  F I - l a S t - 9 } 1 - e s e l) t s  t . t -  baseline

manpower  r e l a t i o n s h i p s  for  t h . -  t o t a l  ~o r a  l i t  ion ~- r  -ated  u s in q  l i n e a r  an d

non—linear re;r~-ss1o n t - - - h n i  p i es  w i th th - i i  ~-~~iam s i z e  expressed in words

of o bj e c t  ~o h -  and 1 Irie ~ o~ s - a i r  50 ride. The ex p r e s s i o n s  r e f l e c t  a lmost

linear relat ionshi p with p r - - ir a n Sice .

The fits of the express~~ ns to the data are exhibited in Figures 10

and 11 for source code and Fi gures 12 and 13 for object code. Figures

11 and 1~ show t h e  f i t s  to the smaller programs (T<lh ,000). In general ,

he fit to the total population is better with the non—lineai  r egres s ion

123
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LOG-LINEAR NON-LINEAR

OBJECT CODE MM = 3.095 I ~~~~~~~~~~~ MM = 4.790 I 0.991
(R 2 = .24, SE= * ) (R 2=  ‘ , SE = 62. 2)

I

SOURCE CODE MM = 4.355 0.990 MM = 5.258 1 1.047
(R 2 = .53, SE = ) (R 2 = * SE = 50.7)

] Denotes (referred relationships
‘ DATA NOT PROVID ED BY AUTOMATED PROGRAM

Figure 9. Baseline relationships for software programs
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models ; however , for the smaller programs, the linear regression models

appear to offer a better fit. In all cases, the estimates of the non-

linear regression models exceed that of the linear regression models.

A comparison of actual and estimated development manpower for the source

code model is presented in Figure 14.

Figure 15 presents the manpower estimation model for the total popula-

tion and the values for the state variables f. based on multivariate re-

oression of the  da t a .  To use th i s  r e l a t i o n s h ip , answers to the yes—no

considerations must be projected . The variables , f ., essentially represent

the magnitude of the effects antic ipated relative to the average effects

reflected in the data. The coefficient ot determination tor this re-

lationship exceeded 0.87 ; the standard error of estimate is 0.800 natural

log uni ts .

Because of the better fit associated with the non-linear regression

relationships , they are preferred as b as e l± re  r e l a t i o n s h i p s .  However , as

more information is determined about the development , the multivariate rela-

tionship can be used . In a worse case situation (all variables f. at

maximtim ) ,  the manpower estimate from the multivariate relationship will

be 12.60 times that of the preferred baseline relationship.

5.1.2.2 Command and control . As shown in Figures 16 and 17, eleven

of the  35 command and control programs in the data base were deleted

because their percent code delivered was less than 40 percent of the

total code written . Most of the data Sets are the same in source and

object code indicating that the code was probably written in machine

langu~ge. The largest program in the command and control sample is

30,000 lines of source (or object) code . (Only seven of the twenty—four

remaining data sets involved programs of 10,000 or greater lines of

source code.)
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Figure 18 presents the baseline relationships for this application .

Estimators were also derived for subsets of the command and control popu-

lation (1>10 ,000 and 1<10,000). However , the sample sizes for these sub-

sets are too small for the relationships to be considered reliable esti-

mators. Dis-economies of scale are indicated because the exponent of I

is greater than 1.0. (Interestingly , economies of scale may be indicated

for small programs.) Figures 19 through 22 compare the fits of the re-

lationships to the data . The non—linear regression curves offer a better

fit to the larqer programs (1>10 ,000). The better fit of the non-linear

regression estimator developed for the small programs (I 40,000) is clearly

indicated. However, the conservative estimates of the non-linear regres-

sion relationship for the entire sample may be desirable , to ensure ade-

quate funding is available. Actual and estimates of the baseline source

code es timator are compared in Figure 23. In general , it appears tc’

overestimate .

Figure 24 presents the multivariate model for estimating manpower

(R4 = .89, SE = 0.649 ln units). In a worse case situation , the model

will derive an estimate 9.76 times that of the preferred baseline model.

Figure 25 compares the actual with the estimated manpower for the data
sample . Good fit is exhibited for all but three points . - ‘

5.1.2.3 Scientific programs . Of the 27 scientific programs i;~ ~~~

total population , six were discarded because of the associated low -~~ !~t

of written code delivered. These are noted in Figures 2~ and 2 7 . Ten of

the 21 remaining in the sample had programs in object code of l0 ,~~’~C wnr~~
or grea ter , and six of the programs in source code we-re of lfl ,000 w ’r~~ or

greater. The largest program in the data sample was for 5h ,300 ol-iect

words (and 58,300 source lines).

Figure 29 presents the baseline estimatinq relationships for develop-

ment manpower in terms of program size (iii object and source code). For

the total sample , the relationships are nominally linear (the exponent

approximates 1.0). The higher coefficients of determi nation and standard
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errors of the non-linear regression equations make this set more accept-

able. This sample was also structured into subsets of larger and smaller

programs . The estimators for these subsets are not considered accept-

able.

The fits to the highly dispersed data , indicated in Figures 29 through
32, are not good . Because of the scatter , the more conservative estimates

for the non—linear regression baseline estimator are preferred. Figure 33

compares the estimated and actual manpower for the data using the non-

linear regression baseline equation ; the relationship tends to overesti-

mate. Only three of the 21 in the sample were underestimated signifi-

cantly .

Figure 34 presents the multivariate model (R2 = .90, SE = 0.964 in

units). In a worse case situation , this model will generate an estimate
38.13 times the estimate of the baseline model. A comparison of actual

and estimated manpower for the data in the sample indicated that this
estimator overestimates very significantly for large programs . For small

programs (I  < 10,000), it estimates with about the same accuracy as the

non-linear relationshi~- -

5.1.2.4 Business programs . This category of software represented the

largest subsample of the pcpulation analyzed . It included 58 sets of data;

21 were deleted because they reflected productivity of greater than 2000

source lines per man-month (too high to be considered valid) or the de-

livered code was less than 40 percent of the total written . Figures 35

and 36 indicate the data deleted from the sample. In source code , four

of the 58 involved sof tware with greater than 10,000 lines; ten of the 58
had object words numbering greater than 10,000. The largest programs in

the subsample were 35,000 lines of i~ource code and 46,800 words of object

code.
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Figure 3 - presents the baseline estimators for business programs de-

ri ved using log-linear and non-linear regression . All have exponents
less than one , indicating apparent economies of scale . Thus , the hypoth-

esis of the General Research Corporation , [59), indicating that economies

of scale exist in software development , may be valid for business pro—

c rams. Since a very few of the programs exceed 10,000 instructions , sub-~
sets of the sample were not analyzed . The fits of the relationships to

the data are indicated in Figures 38 through 41. Because the fit to the

data of the non-linear regression relationships , in general , appears to be

better , and since the estimates from these relationships are more con-

servative , they are recommended for use in estimating the manpower re-

quired for the development of business software programs .

Figure 42 compares actual and estimated manpower for the business

program data. Several of the highly dispersed data are underestimated.

Therefore , preference should be given to the multivariate estimator pre—

~ nted in Fi gure 43 (R2 = .783 , SE = 0.588 ln units) which appears to

estimate higher costs for larqer programs in the data sample. For a worse

case situation , the multivar iate relationship will develop an estimate
7~93 times that of the baseline relationship .

5.1.2.5 Utility programs . Twenty—six data sets remained in the sample

. 1f ter removal of two because they did not satisfy the 40 percent criteria

for deliverable code. The utility programs are the only subsample of the

total data sample in which a majority of the programs exceeded 10,000

words of object code (19 of 26) and 10,000 words of source code (16 of 26).

The ~ata , presented in Figure 44, is highly dispersed . An attempt was made

to stratify the data to determine if it reflected various subsets. However ,

the only subset that could be established is that of time constraint which,

in general , reflected significantly higher development manpower .

The basel ine relationships are presented in Figure 45. The coefficients

of determination are very low because of the highly dispersed data . Of sig—

nificance is that the exponent , contrary to expectations , is less than 1.0.
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However , when the regression was performed on the unconstrained and con-

strained data subsets , the following relationships were obtained :

• Unconstrained

MM 1.4261
1 2 4 3 - - (Equa tion 5

(R
2 

= .77, SE = 48.9)

where MM is the manpower , in man—months

I is the program size , in thousands of source lines

• Constrained

MM = 40.6911
0.357 (Equation 6

(R
2 

= .16, SE = 47 . 4 )

Figures 46 and 47 indicate the fit of the baseline relationships to

the data . The non- l inear  regression models give a better f i t  than do the

linear regression models. Figure 48 compares actual and estimated man-

power for the data in the sample using the non-linear regression model.

In spite of its conservatism , half of the data points are underestimated

by the relationship . Except for the time unconstrained relationship ,

the adequacy o f the est imators  is suspect .  For es t imat ing  purposes it is

recommended that  the base l ine  re la t ionsh ip  in Figure  45 be used unless

the program is known not to be time constrained. Then , it is suggested

tha t Equation 5 be used .

The mu l t i v a r i a t e  model is presen ted  in Figure  49 (R 2 .61 , SF = 0.817

1r ~ un i t s ) . The lack of an impact for  special  dis~ lays or f~~i de ta i l ed

-iefinition of operational requirements is unexpected. As variables were

entered or deleted from the interactive r€-gression analysis , little im-

pact was indicated on these variable s. However , it is recommended that

a fac tor of 1.10 be used , apçropriately as noted , in lieu of 1.00. In a

worse case , the multivariate r€- 1~~tions h -~ -- will exceed the ~~~ti rnr~te of
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the non-linear baseline by a factor of 7.10 (taking into consideration

j the higher factors for special display and detailed definition of re-

quirements). As with the other applications , this relationship appears

to overestimate the resource requirements. However, the number of times
it underestimated the requirements was very few~ therefore , this rela—

-
~ tionship would be desirable for budgeting purposes. When estimating

actual costs , the baseline relationships should be used (except when

the development is known to be unconstrained in response time , then

equation 5 should be used).

5.1.3 Software sizing. Most of the error in estimating costs of

software development is attributed to error in estimating the size of the

program . Too often, size projections are made with little or no design

analysis. Experience has shown that major software developers can under-

estimate size by a factor of three if insufficient attention is given to

analyzing the software requirements. Unfortunately, i.f development con-

tracts are awarded on the basis of cursory projections , drastic cost and

time overruns can occur .

Design analysis significantly improves the accuracy of software size

estimation . And , to ensure that adequate consideration is given to the

design requirements, the developer , as a minimum , should be required to

provide a software Work Breakdown Structure ( W BS) ,  a functional flow

diagram , and estima tes of sof tware sizes for each work package prior to

initiation of the development. If possible , algorithms to be programmed

should also be provided by the developer ; this is a method of ensuring

that adequate thought has been given to the comj:lexity of the problem

5.1.3.1 Alternative appruaches to software sizing . There are two

methods used for sizing software early in the conceptual phase of devel—

opment. The specific approach used is dictated by the experience of

the estimator , and the extent and relevance of available historical data .

Each of the approaches assume that the mission analysiH is complete ,
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th~ o~- rational requirements and major configuration constraints are

i d er t i : i e d , and tha t  the operat ional  concept , i nc lud inq  it s  support

~uflct-~~t . is understood . The methods entail the following :

• Specified computer hardware. The software sizing estimate
j  is ach ieved by summing the core memory of the specified

computer hardware, and adjusting the sum for assumed core
overlays and expected core utilization .

• Software analogy. The software sizing estimate is derived
by partitioning the software down to the functional sub-
routine level , and then estimating the size of each work

- - package by analogy with similar programs/subrout ines/work
packages in past development p ro j ec t s .

Sizing software by analogy , which requires the availability of relevant

historical data , is considered the more accurate procedure . However, the

success of the approach is highly dependent on the accuracy and relevancy

of the data from which the analogy is being drawn . Consequently , software

development activities are becoming increasingly aware of the need for

historical data , and steps are being taken to assure its collection. If

sufficient data exists, it is recommended that more than one approach

be utilized and the resu l t s  of the es t imates  be compared .

Software  s i z i ng  in the conceptual phase is usua l ly  made in object

code . This is because object  code can usua l ly  he estimated ear ly  in the

development with greater accuracy than source code . If  both source and

object code sizes are known , however , select source code because the

error in the estimate would be less.

Work performed in the development of a n a l y t i c a l  models for es t imat ing

t he size of sof tware has been ser iously  constra ined by the lack of relevant ,

detailed and accurate data . Often , relationships developed have included

variables not considered valid determinants of size. High correlation

between size and a var iable is not j u s t i f i c a t i o n  for  incorporat ing it in

an estimating relationship.
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Because of the importance of size to costing, an attempt was made to

4 develop estimators to guide the sizing function . Variables considered as

potential determinants of program size were selected from the SDC-Phase III

-J data. Nultivariate regression was performed using two sets of variables;

word size and core size , essentially dictated by the processor useo , were

deleted as variables in one set. This permitted the development of a rela-

tionship which could be used without having selected the processor. Processor

add time , also highly dependent on the processor selected , was not deleted

because this variable can also be a specified requirement of the application.

This analysis resulted in the following r~~lat ionships:

• 
~ 

O•Ol8
~ 
0.360] j=6

S I = .449~ d c II f . (Equation ~)
I 0.l7~ 0.105 1 -I t N P J~ l 2
~~a o j (R = .45, SE = 1.26 ln uni ts )

Factor f Yes No

Special display f
1 

= 0.550 1.000
- - 

On—line application f2 
1.420 1.000

Software interfaces f3 
1.453 1.000

Application involves more than one
ADP center f4 

= 1.947 1.000

Innovat ion zequired f 5 2 .2 7 1  1.000

Real—time application f
6 

6.913 1.000

0.005 O
~~

334
~ 

0
~~

117C 0.379 w 0.373 1 j 6
S I .017~ d N a a a II f . (Equation 8)

0.145 1 -
I M I j=1
L 0 -, •—~

( R ’ = .45 , SE = 1.26 in uni ts)

Factor f Yes No

Special display = 0 .498 1.000

On—lin e  application f 2 = 1.316 1.000

Software i n t e r f ace s  [
3 l .b58 1.000

App l icat ion involves norL- than one
ADF center f 4 = 1.885 1.000

Innovat ion requl icu  = 2 . 1 6 3  1.000

Re~~. time aj~~~L i c u t i ~~n I = 7 . 2 17 1.000
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• where

I = Program size , in thousands of lines of source codej w
d 

= Size of data base , in thousands of words

N = N umber of classes of i tems in data base

= Add time of processor , in microseconds

W = Size of memory word , in bits

C = Core size , in thousands of words
S

M = Number of message output types

The relative consiste~ cy in the values for the state variables , f . ,  and ir~

the exponents of the variables (except for  t a) in the two relationships

indicates that, except for the variab le processor times , there appears to be

l i t t l e  correlation between the variables core size and memory word sizes , and

the other vari ables. The values for 
~~~~ 

and N are not l ikely to be available

early in the software design , and as noted previously, the variables C and

W are essential ly dictated by the processor used. Also , the variables in

the relationships are poor descriptors of the variance in size (R
2 
is low)

and adding variables has no apparent e f f e c t  on the R
2 
or the standard e r r o r .

Therefore , the relationships are not considered satisfactory for use in

sizing software, unless no other guidance is available.

5.1.3.2 Analysis of core requirements . A study sponsored by the Ofticu

of the Secretary of Defense , and per formed  j o i n t l y  by the Johns Hopkins

University Applied Physics Laboratory and the Mitre Corporation , [8] , con-

tam ed limited information relative to the memory requirements of s o f t w a r e

programs f or several applications. Althou gh this data contains def ic iencies,

the fol lowing relat ionship was derived for  memory size using mul t ivar i a t e

regression . 
-

~~N 
0 .337  0.1471

M = 0. 177 k ( F I ( Eq uat i o n  ~9)

0. 770 
2L t

c J ( R  = .52 , SE = . 086 in u n i t s )
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where

M = Memory size in thousands of words of object code

NF 
= Number of major functions to be performed by the software

W = Word size in bits
S

t = Cycle time of processor in microseconds
C

k = A constant dependent on application =

2.573 for signal processing
2.727 for missile tire control
2 . 7 81 for i n t e r f a c i ng
3.412 for communication
3.565 for navigation
4.046 for command and control
4.451 for weapon fir-c control

Perhaps the variable N
F, major function , ia defined be~it by examples --

target tracking , target identification , navigation , system monitoring , dis-

play , steering , parameter measurement , tuning , target data entry , f i r i r t I t

sequence control, etc. As in the previous relationships , tc 
and W

5 are

essentially dictated by the cPU in the application . Based or. the ty~~e

applications , most of which are in real-time , few overlays would be ex—

pected. If , as in most cases , the core utilization can be assumed to be

approximately ~0 percent , t h e  expression represents another estimator for

~oftware size.

5.1.3.2 Sizing by analogy.  I t  is generally recommended that estimates

of software size be derived through extrapolation from previously developed

software. If the appl ica t ion  is of the  s cim e t ype , e. c, . ,  command and control ,

and the functions of the system appear to be the san e , direct ~rojections

with  l i t t le adjus tment  for changes can be made . If  t h e  new application

appears more complex ( requires  add i t ional  so f tware  tu i ic t ion s)  , c~~npar i soI l s

of the numbers and types of software f u n c t i o n s  will permi t adjustments ti be

made to the words j e r  tunct ion and to U1L- number of func t ions.

In an analysis  of sof tware  s i z i ng ,  DAI has  fo un d t:h~~t w i t h i n  s ot t w a i  e

modules, the sizes of major functions of th e  module  aj j-ear to decre o ;t- cumu-

latively at a nominal 80 lercent S1U} 1 . That. is , if  1 1 1 4  II) 1001 I t  t U X l 4 . t  1O I0~

1 / - ;
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uoubles , the average size per function decreases 20 percent . If the program

size in ob ject words , and the number of major functions performed by the soft—

ware can be determined fran analogous data ,  estimates can be made as to the

size of new software as follows :

12 =[~
_ 
678] 

N
f

678 
(Equation 10)

where

12 is the size of the proposed program in obje ct words

is the size of the analogous software in object woz ds

N
f 

is the ntunber of major functions performed by the analogous
1 software

N f is the projected number of major  functions performed by the
2 new software

5.1.4 Secondary resources. The main secondary resources are computer

time, travel and documentation production. Based on the analysis of the SDC

Phase III data, 4.91 computer hours are expended per man-month in batch pro-

cessing . The coefficient of determination (R
2
) was .79 in a regression

between these parameters . At $60 per computer hour in a single partition

batch environment, computer costs per man—month will approximate $300. In

multi-programming batch environments and interactive environments , where

computer hours are not as meaning ful , costs , however , will be approximately

the same . At $5000 per man-month for  the primary resource , this secondary

resource costs 6 percent of the primary resource . Five pages of deliverable

documentation can be expected to be produced per man-month. At $10 per page

for  production , this is es t imated as 1 percent of the primary resource .

Secondary resources such as travel can be considered to total up to about 5

percent  of the primary resources , resulting in a total of 7.5 percent . Thus,

the factor, k, in Equation 4 equals .075.

5.2 Proposed methodology and existing directives

The preceding paragraphs o u t l i n e d  a methodology fo r  improved r o f t w a r e

:ost estimating and recommended its ajj~licaticn as proposed in Volume II

of this Final Report. Concurrent with the deveiopment of the overall
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approach , a review was conducted of Depar tment of Defense and A ir Force
directives relative to sof tware development to determine if major revisions

were required to incorporate elements of the overall methodology . The

review, which encompassed direc tives relative to techniques , methodology,

guidance, definitions, data, etc., of system sof tware acquisition ,

determined that the directives contain relevant information about which a - -
software purchaser and developer should be cognizant. Unfortunately,  for

a new or relatively inexperienced software development manager the large

n umber of applicable directives contain so much information to be assimi—

lated that the effectiveness of the directives could be negated. Thus ,

attempting to revise the directives by injecting various aspects pf the
proposed overall sof tware cost estimating methodology does not appear

appropriate. Instead of reinforcing the proposed approach , the effect
would be to obscure it.,

What has been lacking in the field of software cost estimating has
been a guidebook, which would combine techniques for improved software
cost estimation with management considerations in a time—phased manner.

Such a guide has been developed and is presented as Volume II of this

report. Accordingly, revisions to software related directives are not

proposed , but rather , it is recommended that application of the methodol-

ogy cont~ ined in Vol ume II be endorsed for Air Force use and that it
subsequently be revised iteratively as feedback is received from users.
Further , it is suggeste-~1 that a notice be issued , re--emphasizing that

sof tware project managers ensure that a conscientious effort be made to

comply with appropriate existing directives such as for the development

of a software Work Breakdown Structure (WBS ) in accordance with NIL-STD—88l.

5.3 Study results

Brief ly ,  the study accomplished the following :
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• Confirmed the need for a standardized set of definitions and
for formalized mechanisms for collecting accurate software
development data.

• Ident i f ied and quant i f ied  factors s ignif icant ly a f f ect ing  the
accuracy of cOst estimates .

• Proposed procedures for mitigating the adverse effects of
these factors .

• Identified inadequacies existing in a frequently used tool
of cost analysis, linear regression (conver sely, established
the benefits of non-linear regression).

• Derived a model for estimating the development time for software.

• Derived improved algorithms for estimating the manpower require-
ments of software development .

• Prescribed approaches for estimating the size of software .

• Integrated the control procedures and cost estimating algorithms
into a guide for improved software cost estimation .

Over 100 factors identified as potential contributors to error in cost

estimating were analyzed . Of these, 42 were found to have an impact , and

29 of the effects were quantified. Table 10 summarizes the impact of the

factors on software development costs in terms of high , medium , low , and

negligible levels of effect. Controls to mitigate the adverse impacts

of the factors have been proposed . The e f fects of some factors can be

profound . For example , standard errors in estimates of program size can

attain 200 percent. Differences in definitions of instructions can cause

errors of up to 300 percent in estimates. The magnitude of these errors

make it obvious that the data collection and reporting associated with

software development must be standardized before satisfactory accuracy in

estimating development cest can be attained . The control mechanisms

proposed by this study emphasize the need for such explicit delineation

within the software development community.

A methodology for improved estimation of software development costs has

been proposed. It has been integrated with the control mechanisms into a

guidebook for estimating resource requirements and for improving the manage-

ment of software development . The cost model (Equation 4) is a function of
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TABLE 10. IMPACT OF FACTORS ON SOFTWARE COST ESTIMATION

Software application

Factor Command - - - -• Scientific Business Utility Alland Control

Communication H H H H H
Constrained , CPU Time M H N H M
Constrained , Program
Memory Size M M M L M

Constrained , Time and
Memory H H H H H

Cost of Secondary Re-
Sources N N N N N

Cost/Schedule Control
Systems Criteria
(C/SCSC ) N N N N N

Data Management Tech—
niques M M M M M

Data Collection , Amount
and Method of N N N N N

Developer ’s First Time
on Specified Computer H H H H H

Developer Using Another
Activi ty ’s Computer M M 

- 
M M M

Development of Hard-
ware , Concurrent H H M M H

Development and Target
Computer Different H L M N M

Development Personnel
Mix H M M M M

Development Site M N M M
Development Site , I

Nunfber of N M N M M
Design Complexity H H L L M
Design Stability H H H H H
Instruction , Defini—

tion of 1 H H H H
Innovation , Degree of H H H H H
Pro gramme r T e st ]n g  H H H H J H

LEGEND

H = High significant impact
N = M edium s i gn i f i can t  impact
L = Low significant impact
N = Neg l ig ib l e  s i g n i f i c a n t  impact
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TABLE 10. IMPACT OF FACTORS ON SOFTWARE COST ESTIMATION (Cont inued)

Software application

Factor
Command - - - - -

and Control 
Scientific Business Utility All

Programxninq Environ-

r~~~t 
H H H H H

Proyrammina Facilities H H H H H

Programming Techniques ,
Modern H H H H H

Requirements , Lan guage H H H H H

Requireme n ts , Main-

tai~~abi1itv 
H H H H H

Requirements Changes ,
Operational H H H H H

Requirements Defini-
tion , Operational M H N N L

Requirements/Design
Interface , Operational H H H H H

Requirements , Quality H H H H H
Requirements , Rel ia—

b i l i t y  M N M M N
Requirements , Special
Display L L M N L

Requirements , Testing
Including V&V M M M M N

Requirements , Trans-
portability N M N M M

Requirements , User
Considered M M M N M

Sites , Multiple
Software Utilization M M M N M

Sizing Error H H H H H
Software Development

Sched ule H H H H H
Support Software

A v a i l a b i l i ty  H H H H H
Specif ied Response Time M H H N M
Target CPU Designation H H H H H
Work Fre-akdown Structure1 H H H H H

LEGEND

H = High s i gn i f i c an t  impact
M = Mediur  s ic in i f i c ar i t impact
P = Low significant impact
N = Negli~ ible significant impact
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the manpower requirements (man-months), average cost of labor (dollars per

man-month) and a factor reflecting the cost of secondary resources . This

factor was determined to be 7 . 5  pe r cent  ~~f the - total labo r cost. Since the

average cost of labor is a user input  to the model , the methodology em—

p-hasizes the estimation of nanoower.

Mar~pcwer estimating relationships have been derived for all software ,

onci for  spec i f ic  applicat ions of sof tware  such as command and control ,

s c i en t i f i c, business and utility programs . Two types of estimating rela-

tionships have been developed : baseline , where the estimate is a function

of sof tware size , and multivariate , where expressions are in terms of

software size and va r i ab l e s  which  r e f leot  the  inpact  of program parameters

on the manpower requirements. The ‘~a s el ine  r e l a t ionsh ips  were derived using

two anal y t ica l  techniqu -s , l inear and non- l inea r  regression. Non—linear

regression was found to generate preferred estimators. The fit to the

data and t i -~- s ta t is t ical  cr i ter ia  (coef f ic ien t  of determination and the

staroiaro error of the estimate) are s ign i f i can t ly  better.  (Unfortunately ,

the  ~i conithn available for this type of regression accepts only two

var iables .  If it had accepted a greater  number of variables , it could have

been use fu l  in enhancing the mul t ivar iate  models developed with linear re-

c ress ion.)  When possible , the estimating relationship for a specific aoDli—

ca t ion should be used . The es t imates  f rom the appl icat ion models will be

more accurate than those from the generalized models developed from the

total population . Figure 50 reflects the suggested utilization of the

es t imat ing  re la t ionships.

The data used to support the study for the most part  came f rom the

SDC Phase I I I  Study , ( 4 9 ) .  This data base , cons ide r ed the best assembled

to date , has been anal yzed several t imes .  The approach in t h i s  s tudy was

nuite  d i f f e r e n t  from p r i o r  a n aj ~-cE- s , and significant improvement in cost

estinatina mo-jels has been Cffect ~ -d .  However , inadequacies in the avail-

able data constrained the s tudy results. To develop a better understand-

~r 4 of the effects of n r o q r a r —  l a r a re te r s  on software costs , accurate data

at a more refined level of detail will hove to he collected.
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Another serious limitation to the data base is that n~~st of the pro-

grains are small (less than 10,000 instructions) and the largest data set

is for 225 ,000 object (115 ,000 source) instructions . Therefore, esti-

mates for development manpower are subject to significant errors associ-

ated with extrapolation ~utside the range of the data used in developing

the estimating relationships.

General Research Corporation , in their study for ESD on software h f  e-

cycle costs, [59), proposed that economies of scale exist in software de-

velopment, a phenomena contrary to almost all analysis results generated

previously. This study has verified that economies of scale may exist, but

in business type software development only. (A factor that could contribute

to this apparent effect is that, although reported as newly written code,

the developers of business programs may incorporate into their software

recoverable code from other programs of a similar nature.)

Two methods for deriving estimates for software size have been de-

scribed , (1) estimation by analogy , and (2) analysis of core requirements.

Of the two methods, analogy is the preferred approach if data is avail-

able with which to develop the estimates . Once the computer has been

selected , assumptions can be made relative to its memory utilization and

concomitant program size considerations. As an adjunct to the core re-

quirements method , a relationship has been developed for estimating memory

requirements in terms of the number and type of major fumctions the soft-

ware is to perform and characteristics of the memory data base. Other

models for estimating software size were developed in which the inde—

pendent variables are descriptors of the processor and the data base,

informat ion not usual ly known in software concept formulation . Neither

the procedure nor the analytical models offer the accuracy desired for

cost estimation . However , they can be used in lieu of more reliable

guidance to software size.
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To develop improved estimators for sizing software , it will be neces-

sary that the collection of highly refined data be initiated. As an

example, DAI is currently developing software sizing models for EW systems.

To accomplish this , a historical data base is being developed by detailed

reviews of program listings, hardware and software performance specifica-

tions, flow charts and several other data sources. This type of data

collection ensures accurate and consister.t data at necessary levels of

detail.

A rela tionship has also been developed for estimating the time duration

of software development. The algorithm , showing duration to be a function

of the cube root of program size , can be used by software developers to

assess the time that is required for completion of the software project.

Based on a preliminary examination of the factors that appear to affect

dur ation , it seems likely that the relationship should include manloading

as a variable. Further examination indicated that manloading may be in a

complete form which would permit the determination of optimal duration

(least cost) in terms of program size , manloading , and other relevant

considerations.

5.4 Recommendations

The study identified and quantified factors affecting the accuracy of

sof tware development cost estimates, and proposed procedures for con-

trolling these factors. These were integrated , with algorithms defining

the resource requirements of software development , into a methodology

which has been presented as a guide for improved cost estimation . Follow-

ing an evaluative review and validation , it is proposed that the guide be

used to support the cost estimaticn process of the Air Force.

It should be considered a dynamic document . As data becomes available ,

the guide and its methodology should be updated to reflect fac tors not
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able to be reflected in this study because of data limitations , and

emeraing technoloqies not addressed in the procedure.

As an extension of the work performed , consideration should be given

the following :

• Data collection . Because continued improvement in software
cost estimation is dependent upon the collection of accurate
detailed software development data , it is recommended that a
standa rdiz~~ set of definitions be developed and that mechanisms
be implem ented to collect the necessary data.

• Development duration . The duration of software development ,
especially for large programs , is usually dictated by an exogenous
factor such as a hardware development schedule . Consequently,
the developers of large software programs often do not have
adequate time to complete their development properly . Thus,
performance is traded off for development time. Based on pre-
liminary examinations by DAI , duration more likely should be
defined in terms of a complex relationship including program
size and manpower loading among its variables. It also appears
that the optimal (least cost) time duration may be able to be H
derived from this relationship. Consideration should be given
to research for determining if such a relationship can be
developed.

• Software sizing . In its present state, software sizing is
inadequate to ensure accurate estimates for the size of pro-

jected ~;oftware . 8ast:d upon the experience of DAI , it will

rc j u lme aggreqation and collection of detailed data for a
s p& ’~~1L ic cat~ qory of ju i p mcn tc , systems , or software to
permit tie ~ier ivaticn of relationships which express the size
of software in terms of the functional and operational param-
eters of equipments (or systems). It is proposed that re-
search into the development of such estimators for software
sizing be undertaken.

• Automatic model update. Consideration should be given to the
development and implementation of automated estimating models
which are continually being updated as new data enters the
data bank. Estimators , developed for each element of the
software life cycle WBS, would he amended automatically with
each entry of appropriate data. Agencies of DoD and the services
have deve1~~pe1 cost models of this tvl  e ~1fl .1 h~ivt found them to he
v & l u a I ~ quidc~ ~ • t ~~qern t~ .

___ _  
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• Non-linear regression. Non-linear regression used in deriving
the baseline estimators resulted in much better fit to the
data. And , for larger programs the fit appears to be as good
as , if not better than, that obtained with linear multivariate
models.

Most currently available multivariate regression packages
utilize log transformations to handle non—linear regression
models. This results in unequal weighting of the individual
data points, with the heaviest weighting on the smaller values.
As a consequence, coefficient determinations are often inaccurate.
However , non-linear regression algorithms exist that enable
direct f its to the data , thus avoiding this accuracy problem.
Unfortunately, these non-linear programs are oriented to batch
processing, and must be individually tailored for a particular
application. The Marguardt algorithm has been designed to
converge rapidly to a solution even from a distant starting
point. There is a need to incorporate this algorithm for
non-linear regression into a totally interactive system which
will permit its application to the analysis of problems in a
multivariate framework -

- S

4
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AN ’ENVIX A

QUANT I TA TIVE DATA DJ ~~;ES OBTAINED I~R~ N LI TE RATURE

~uafltitative dat a  Lases s ui t ed  t o r  direct statistical_~~~~lysi~;.

Descr ibed  below in sy n o p t ic  form are tIie ten data bases, presented

in the literature , that we re used to hel p su~ j ort  this study .

A— i . Reference N umber:  4~ (See Bibliography)

• 
Deve loping o rgan iza t ion : Systems Development Corporation (SDC)

Year reported: 1964

D~~I des ignat ion SDC Phase I

N umbe r of observat ions : 27

Number of variables :

Description : Data f rom the i n i t ia l  study of an
approximate seven year  e f f o r t  at
SDC to study resource requirements
for  so f tware  deve lopment.  All  27
observations were SDC developments.
Resource requir ements  ( dependent
vari ables) were man-months , computer
hours , and elapsed t ime . The s i z i n g
paramete r  was ob j ec t  ins t ruc t ions
partitioned into both new and re-
used code.

- 
Reference  number: 13.2

Developinq or~;anication : SDC

Year reported: lOc- 5

DAI designa t ion : SDC Phase II

N umber  of  observations : 74

Number of va r i ab le s :  63

Description : Data from second report tic::~ the  SDC
effort . All 74 observations were SDC
developments , of which .23 are Phase I

A-i
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data points. Resource requirements
and sizing were reported in the same
manner as in Phase I. There were 60
pure assembly level developments and
14 pure JOVIAL developments.

A— 3 Reference number: 49

Developing organization: SDC

Year reported: 1966

DAI designation : SDC Phase I I I

Number of observations : 169

Number of variables: 94

Description : Data from thu d report of the SDC
ef fort . Of the 169 observations , 69
were retained from the SDC Phase II
effort , and 101 were added from non-SDC
organizations. Resource requirements
were in the same terms as Phases I and
I I .  Sizing was done in both object and
source instructions, but was not par-
t i t ioned into new and reused cdde.
There were developments in both machine
oriented languages (MOL) and a variety
of high level languages (HOL) such as~
FORTRAN , COBOL , and JOVIAL. There i

we re also developments wh ich were a
mixture of both MOL and HOL. A wide
variety of types of so ftware were
included : command and control , scien- -

t i f i c, business , and support software .

A— 4 Re ference number: 120

Developing organization : SDC

Year reported: 1967

DAX designation : SDC Phase IV

Number of observations : 22

Number of variables : 146

Description : All 22 developments were Spaceborne
Software Systems containing informa-
tion on on-board f l i gh t  programs ,
ground programs , and support programs .
Resource requirements were measure d

A-2 
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in r a n —r u h L ! s , :iun~~er 0 t corn~. uter r us:;

~thd lapsed  tine . Nai~—ncjr.ths anu
ci lj std t inc we r&- breCt-: . ur,ws i stc. cc
ware ii re— (:yclr- j’hases. Siznja Wa:; in
object instructions with the  ais :int ef
area reserved ~er d a t a  specified . Ti .u
de ve icpmest s  i n c lu d e  the use of bot~
MCI. and li~)L

/—5 . Reference number: 3

Developing organization : Planning Research Corporation (PRC)

Year report€i : 1966

DAI designat ion :. PRC 1

I;umber of obserVatior.s: 18

Number of varia4les: 84

Descr ipt ion:  cf the  le developments , 16 fall into
the category of general ADP , one was an
end~ecueL: sy stem for  space  t r a c k i n g ,  and
one Was 3 command and control system.
The 16 general  ADP developments was a
mixture- of both business and scientific
app l i c a t i o n s .  Resource r e q u ir e r r (n t s
were in man—months , con~puter hours ,
and elapsed time . In a number of

- cases bo th actual and est imated re-
q u cr e m e r .t s  were g iven .  Siz ing was given
in both object and source ins t ruc t ions .
Developments  cove r the use of both MOL
and NbC languages.

A—6 1-.e ference number :  104

- - - Deve lop ing organizat ion : PRC

Year  reported: Pj T C

4 - . 

bAl ues iq sat ion : F E C — S

NUrnDe~ of observat~~cn-::

N umber of variables: 93

E~ Scr11;tiofl: This u~ ta base iS often re ferred te as
t he  ADi E.E E (Au t o m a t i c  Data r r o ces sin c
i’~~c c c ~~ct: E st i ma t ing  Pr ocedures)  b at
Base.  bit: .20 s y s t em s  were a l l  Army
sys t t - r ’ s ~n the :eneral  ADP bus iness
app lication area. bf the 20 , 8 were

A-3
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completel y new deve lopments and 12 were
revisions of existing systems . Re-
source requi rements were in man-months ,
computer hours , and elapsed time .
Sizing was ~iven in both object and
rource  instructions . Developments
cover the use or both MOL and HOL
languages.

A — 7.  Reference  number: St

Developing organization : International Business Machines
Corporation (IBM)

Year reported : lt~75

DA.I designation : IB N — l

Number of observations : 11

Number of variables: 8

Description: These were all IBM developments using
structured top down programming. Most
of them were embedded computer sy stems
that were either SAI-I~O or SAMS O related ,
or other mi l i t a ry  or NASA systems . Re-
source r eLlu i rements  were in man—months
and elapsed time . They include both
support and operational software . Siz-
ing is in source instructions . The
deve lopments cover t in -  use of both
MOL and II OL l anguages.

A-S Re ference n umber: Unpublished document

Developing organization: IBM

Y&ar reported: 1975

DAI designat ion : IBM—2

Number of observations : 24

N umber of var iables :  2

Description : Like the data base just above , these
were mainly software developments for
comb u ter s  embedded in weapons systems .
It may include the above dat~i base as
a subset .  The only variables g iven
were resources iii m ar t—months  and num-
ber of source i n s t r u c t i o n s. Both the
IB~.I data bases h av e  a much smaller  var-
iance in product iv i ty  ( i n s t ruc t ions  per
m a n — m o n t h s )  than the o ther  data  bases.

A- 4 
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A— ~~. Re f e r e u c e  numb er  : i l L

t-ve lop i in~ o rgan iuat ion  : log icon , I n c t r~ ci at . ~~ i

\ ea l  r op e r  t e d :  l~~ ?

N A I  its 155_ i t 1 on : Log roo n

N u mb e r  C L  observations : 7

N u m b e r  of var iab les: 37

Descr i~ t io n : These w e - r e  all benciu:-ark tyj e 8roblems
( -5 00  sou rce  s ta t e m en t s )  , ea~ r : done- by a
sing le programme r ii; two d i f t c r c - r t l i m bs .
The apj  f icat i on areas were :  two Pus  11105$ ,
One i n te r ac t i ve , one s i m u l a t i on , one
sc i e nt i t i c , and two data  base man agement .
The u r ~~occ was to c~~~par e  FL/ I , a very
ct - f lora l l a i . cuaqe , aga ins t  a compet i t ive
Nc1 l ulo c a n -  over a b ic-ud  sp ec t rum of

~ ii - c~t1un areas ~ t oss ib ic  f u t u r e  Air
F c X e -  i i t e l t 5t .  u t  the 37 vai~ ables , 55
r e l at e  t o  ~~~~~~~~~ i i ;~ -l~;J i n~j both objec t

~w iu  sou r ce , 2 to r u n n i ng  t ime , 4 to
r t - s c u r c t  c - X ;  ~-uc ~t ur e s  in m a i t— h o u r s  by
LOt  tw~~rt  :~ i:;c- (analysis , des ion , ~odt
and E ec t) , and c to m ach i  :;e rescur ceS in
:iccu er 0 i fins inc t o t a l  maci  no t in t :  f or
t i r t , - d t :  : i  t t -::t ~ rr or  c it e c o r l e S.  l in t U
is also cccii sup~ 1 e r i e n ij i  1n~~ or T :at 1on

e lc i ; of the- dev e l op m e n t s , v i r t u a l ly
c t l i  r e~p ci ;  cc ir ;f o n na t i o n  to do a thorough

eX c t -E t  P i t t -  a c t u a l  cce tpu tcr  l is t--
inys.

A— I C . Re to ron n umber:  i i

D eve lop  rio o roan  x ~a t ion  : c;;; 1:; 1101 ~ irs ; Uni vt- i  :; 1 tv
A1 j l i od  I ;y:m cs Lal -c ra to ry  (J HU/A PL)

Ye ar  ropot. ted :

DAT d e s i q n a t~~cr ; : J I IU / 7d 1.

N u m b e r  u: obse r v a t i o ns  : 30

N umbe r ox . var iab les : 4

Des c ri p  L ion ; This  cts; l ’ -  , p c r fo rm . -d r o r  ~t~P by J i lt , AF
and t u e  TEE C o r j  o rat i on , ident i  f i t -c
and J r m e d  sof tware  problem s I acinc; DOD ,
f ac to r s  con t r i bu t i ng  to the problems,
l a y o f f  a l e  as and management p icies
needed  to impr ove  s o f t war e  mana - iement .
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included in the s tudy was analyses of
weapon s y s t e m  processing requirements.
Data presented eiuc~ irpassed missile and
weapon t i r e  control , si gnal  processing ,
cornand and control , and other apj lica-
tions . The types of information pre-
sented inc lude  memory r e q u i r e m e n t s ,
functions performed , cycle t ime and
word size.
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Errata Sheet for Software Cost Estimation Study, Study Results,

~~~ Final Technical Report , Volume I , June 1977,
RADC-TR—77—220 (NTIS No. AD—A042264) 

_
..-
. ‘

Corrections should be made to the above referenced volume as follows:

• Page 44. Figure 5. Draw in section of curve and add “(in
thousands)” after “Number of Object Instructions”, as noted
below:

~ ( T ~~0 100 200 300 400 500 600 100 900 900 ‘000

NUMSI~ O~ OSJ8CT ,NST~UCT1ON$ hr d.,i l~ ) 4

• Page 113. Paragraph 4.3.41. Second Line. Change “15
percent” to read “7.5 percent”.

• Page 117. Paragraph 5.1.1. Equation 3 and definitions.
Change to read as follows:

1000 1
.667

a + bI

where
D is the duration of development , in months

I is the size of the program , in thousands
of words of object code

a is a constant (— 99.25)

b is a constant C— 233)

• Page 119. Figure 8. Add “(in thousands)” af ter “Number of
Obj ect Instructions” and revise the equation as noted below:

o~~~~~~~r ~ ~~~~~~~~~~ Ø~ 233( IY ~~~~

— 100 200 300 400 800 800 100 800 600 1000

NUMSIR OF OSJECT INSTRUCTIONS On thouunds) 4
Pag e 1. of 2 Enclosure 1.

- - .- - - ——--~~ --~~~~~~~~—-  - - — —~~~~-- - ---~~



~~~‘~~~ — 
-
~~

- 1  -~

C.4~sodafes, ~9~ic.

• Page 173. Equation 9. Revise using the below attached
self-adhesive overlay .

0.177+k N? S
— e —N

C

S Page 181. Figure 50. Add “Subsequent Phases” to large arrow
at top of figure . Change four cosmtas to decimal points where
indicated . In Business Applications change equation “NM
4.9510.781r to read “NM 4.49510 ’8h1t.
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Errata Sheet for Software Cost Estimation Study, Guidslinss for
Improved Software Cost Estimating,

Final Technical Report, Volume IT , August 1977,
RADC-TR—77—220 (NTIS No. AD—A044609)

Corrections should be made to the above referenced volume as follows :

• Page 17. Figure 4. After “Object Words” , delete “( 000) ” and
add “(in thousands) ” . Also add “I” below “Object Words ” .

50 
moo ,

99 25 •

r~~~~~~~1~~~T

0 100 200 300 400 500 600 700 800 900 l~~~~

OS3ECTtIO~V$ ~.*wim~ 4 —

• Page 17. Equation (7). Revise definition of “I” to read
“Number of thousands of delivered object instructions .”

• Page C-37. Revise figure as indicated for Figure 4 on page 17
above .

• Page D—6. Paragraph D.2. 1. Revise the equation by using the
below attached self-adhesive overlay.

N 0.337 w 0.147
O.177+k F s

H —  e — 

~~0•770

Page 1 of 1. Enclosure 2
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